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Solution 2: Smart scaling with containers

1

2 4

3

Application Container

Virtual address space

Process

1 2 3

Virtual address space

Process

4

Application Container

TCP

1 vCPU container

M M M M M

11



Faastlane: Putting it all together

Developer

Decide number of 
threads, processes 

and containers

12



Faastlane: Putting it all together

Developer

Decide number of 
threads, processes 

and containers

12



Faastlane: Putting it all together

Developer

Decide number of 
threads, processes 

and containers

12



Faastlane: Putting it all together

Developer

Decide number of 
threads, processes 

and containers

12



Faastlane: Putting it all together

Developer Cloud Provider

Decide number of 
threads, processes 

and containers

Faastlane’s thread 
level memory 

manager

12



Faastlane: Putting it all together

Developer Cloud Provider

No additional developer effort needed!

Decide number of 
threads, processes 

and containers

Faastlane’s thread 
level memory 

manager

12



Evaluation
Experimental setup
• Hardware

• Intel Xeon, 36 core, 384 GB RAM

• Software
• Unmodified Openwhisk framework
• Custom python runtime with thread-level memory manager
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kjjswaroop@gmail.com
ajaynayak@iisc.ac.in
vg@iisc.ac.in
arkapravab@iisc.ac.in

Contact:
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