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Abstract

On-device learning is an emerging technique to pave the last mile of enabling edge intelligence, which eliminates the limitations of conventional in-cloud computing where dozens of computational capacities and memories are needed. A high-performance on-device learning system requires breaking the constraints of limited resources and alleviating computational overhead. In this paper, we show that employing the 8-bit fixed-point (INT8) quantization in both forward and backward passes over a deep model is a promising way to enable tiny on-device learning in practice. The key to an efficient quantization-aware training method is to exploit the hardware-level enabled acceleration while preserving the training quality in each layer. However, off-the-shelf quantization methods cannot handle the on-device learning paradigm of fixed-point processing. To overcome these challenges, we propose a novel INT8 training method, which optimizes the computation of forward and backward passes via the delicately designed Loss-aware Compensation (LAC) and Parameterized Range Clipping (PRC), respectively. Specifically, we build a new network component, the compensation layer, to automatically counteract the quantization error of tensor arithmetic. We implement our method in Octo, a lightweight cross-platform system for tiny on-device learning. Evaluation on commercial AI chips shows that Octo holds higher training efficiency over state-of-the-art quantization training methods, while achieving processing speedup and memory reduction over the full-precision training.

1 Introduction

The unprecedented booming of Machine Learning (ML) techniques has achieved great success in the past decade [8, 35]. The magic of ML comes from model training on large-scale datasets, relying on the deployment in the cloud environment to meet the resource-hungry demands [44, 45, 60]. This kind of in-cloud computing paradigm can bring about the essential drawbacks that it is hard to provide personalized models [14], suffering from high latency [46] and privacy leakage [40]. These issues promote the rise of on-device learning [5, 39, 65], which eliminates in-cloud learning’s limitations by handling the end-to-end learning process totally on user devices [4, 57], e.g., mobile and IoT equipment [54]. This edge environment makes on-device learning often subject to limited computational capacity and memory [66]. Therefore, breaking resource constraints is the key step to implement on-device learning systems.

Conventional model compression methods, e.g., Low-rank Decomposition [31, 61–63], Model Pruning [11, 16, 18, 20] and Network Sparsification [1, 19, 37], are insufficient as they are designed for large-scale training tasks and cannot well match the characteristic of tiny on-device learning. Fortunately, previous researches reveal that neural networks are often implemented in a 32-bit floating-point (FP32) format [17] and representing model parameters in such high precision is not always necessary [36]. It is feasible to represent parameters in lower bit precision while not downgrading the entire network quality. Based on our preliminary experiments (§2.4) that handle CNN training in the 8-bit fixed-point (INT8) format [2], we are inspired by the potential improvements and

Figure 1: Conventional ML applications rely on the in-cloud learning paradigm, incurring essential drawbacks. A new trend is to use on-device learning to address these issues.
thus intend to design a full-INT8 quantization-aware training system for on-device learning.

However, existing quantization methods can hardly be employed for on-device training due to the following limitations: (1) cannot apply to the training process [3, 5, 24, 36, 42], (2) cannot support generic networks without specific structure design [34, 47, 58], (3) cannot enable hardware-level INT8 acceleration during the training phase [7, 23, 49, 56], and (4) cannot make the gradient calibration fit on-device resource restrictions in backward pass [32, 67]. Therefore, we need a full-INT8 training method working on devices directly, covering both forward and backward passes.

Designing a desired INT8 on-device training is not easy, and we need to overcome the following challenges: (1) simplifying the computational procedure and truly accelerating processing speed on devices, (2) maintaining model quality when using INT8 quantization-aware training, (3) alleviating system overhead, e.g., reducing memory footprint and I/O bandwidth utilization, and (4) making the system ease-of-use and compatible with multiple platforms. We achieve these objectives via a co-design of neural network constructor and 8-bit training engine.

More precisely, we give deep insights into the rationale of 8-bit training (§4.1) and present a theoretical analysis of layer-wise quantization error (§4.2). We point out the key to preserve model quality in forward pass is to fill the error gap in tensor dot products and thus propose the Loss-aware Compensation (LAC) method (§4.3) to approximately recover the quantized output to the full-precision domain. Specifically, we propose a new network component, the compensation layer (§4.3.1), to handle this adjustment with three learnable parameters, and design an L2-regularizer (§4.3.2) to bound the update rate of these parameters for convergence stability. Meanwhile, we optimize the gradient calculation in backward pass by abstracting the calculation of derivative flows (§4.4.1) as a series of primary instructions (e.g., dot product, broadcasting and bit-wise shifting) and introducing symmetric quantization on them. We carefully profile the possible distribution of gradient tensors and propose the Parameterized Range Clipping (PRC) method (§4.4.2) to handle INT8 quantization of intermediate derivatives. We address the issue of zero point offset in backward pass by restricting clipping domain in the symmetric scheme, under 95% confidence interval of gradient distribution.

We implement our INT8 training method in Octo, a lightweight cross-platform system for on-device learning tasks. Octo’s training engine and network constructor are built in pure Python without the dependency of other sophisticated third-party libraries, and thus it is easy to port Octo to embedded devices. We evaluate Octo in different operating systems and deploy it on commercial AI platforms, such as HUAWEI Atlas 200DK [26] and NVIDIA Jetson Xavier [27], which can utilize the dedicated INT8 neuron chips. The evaluation results show that Octo achieves higher training efficiency over state-of-the-art quantization training methods, with tiny system overhead. Specifically, Octo accelerates processing speed by up to $2.03 \times$ and saves memory footprint by up to $3.37 \times$, over the full-precision training.

Overall, the key contributions of our work are as follows:

- We propose a lightweight INT8 training method, enabling data quantization for both forward and backward stages (§4.1), which is efficient for deploying on-device learning applications.
- We present the theoretical characterization of quantization errors and reveal that filling the error gap caused by inner product is the key to preserve model quality of quantization-aware training (§4.2). This analysis guides us to design the compensation term to adjust quantized convolutional output.
- To achieve stable training efficiency, we propose the Loss-aware Compensation (LAC) and Parameterized Range Clipping (PRC) methods to handle data quantization in forward pass (§4.3) and backward pass (§4.4), respectively. LAC introduces the novel compensation layers and updates the compensation term based on the feedback of network loss. Meanwhile, PRC maintains bit precision in gradient calculation and avoids offset error of the zero point via symmetric clipping.
- We build a cross-platform system named Octo, which is compatible with different operating systems and can be easily ported to embedded platforms (§5). Octo is specifically designed for on-device training by exploiting the fixed-point computational primitives of embedded processors, with no need of GPUs. Evaluation on HUAWEI Atlas 200DK [26] and NVIDIA Jetson Xavier [27] shows that Octo achieves higher system performance over state-of-the-art quantization training methods, thus verifying the effectiveness of our approach (§6).

To the best of our knowledge, Octo is the first general framework to implement INT8 training on devices, optimizing both forward and backward stages. The project of Octo is open-source1 and will constantly contribute to the further development of on-device learning techniques in practice.

2 Motivation

We start by discussing the limitations of conventional incloud learning (§2.1), and introducing the background of on-device learning applications (§2.2). Then, we will point out quantization-aware training (§2.3) is the key to deploy on-device learning in real-world scenarios, holding significant advantages over conventional model compression methods. We also present a case study to demonstrate the performance improvements (§2.4) by leveraging INT8-based training on

1https://github.com/kimihe/Octo
2.1 Limitations of In-cloud Learning

Training ML models is a resource-hungry procedure, relying on a mass of learnable data and computational capacity. Thus, conventional ML applications are often deployed in the cloud environment, requiring expensive cost of machine clusters and distributed processing. However, such an in-cloud learning paradigm is vulnerable to privacy leakage as user information may be exposed to untrusted third parties. More seriously, the high latency for fetching inference results may become the bottleneck to slow down the learning performance. Also, as models are trained in a global scheme (e.g., the Federated Learning [40]), it is not easy to provide customized models for different users to match personalized preferences [4].

2.2 Rise of On-device Learning

With the rapid growth of device processing capacity and memory volume, it comes the rise of on-device learning, which handles the end-to-end ML procedure on devices directly and breaks the limitations of in-cloud learning. A pertinent case in industry is the Apple Face ID [51], which enables personalized face recognition totally on user phones. Here, we briefly introduce the definition and key objectives of on-device learning.

Definition. In general, on-device learning refers to entirely transferring the model training and inference procedure on user devices, with no need of data exchanging to other machines [54]. Besides, on-device learning can apply to edge equipment (e.g., IoT and mobile devices), thus it also corresponds to Edge Intelligence [66] in practice.

Objective #1: Resource Saving. The on-device hardware is often bounded by the resource-constrained environment, with limited computational capacity [30], memory volume [22, 33] and I/O bandwidth [38]. Therefore, saving the system overhead is the key to deploy on-device learning.

Objective #2: Model Quality. The learning algorithm should hold a stable convergence efficiency, with a comparable prediction accuracy and generalization ability as the in-cloud training schemes [39].

Objective #3: Personalized Training. As the training procedure is entirely based on the local data on user devices, it should provide customized models to meet user preference [14], instead of generating a global model for an ensemble of applications.

Objective #4: End-to-end Implementation. Considering the incremental user data, the trained models should keep up-to-date continuously. Thus, the entire learning process requires an end-to-end implementation on the devices [6].

Summary. These four objectives are the key metrics guiding the design of high-efficiency on-device learning systems.

2.3 Bit Precision and Data Quantization

Considering the resource-constrained environment on devices, compressing model size and alleviating computational pressure is the key to applying on-device learning in real-world scenarios. Although there are some common compression methods, e.g., Low-rank Decomposition [31, 61–63], Model Pruning [11, 16, 18, 20] and Network Sparsification [1, 19, 37], they are designed for large-scale training tasks and cannot well match the pattern of tiny on-device learning. Fortunately, data quantization is a promising method to address these limitations.

Definition. The gist of quantization is to represent data via less bit precision, e.g., converting a 32-bit floating-point (FP32) number to the 8-bit fixed-point (INT8) format. Here are two core operations of data quantization.

Operation #1: Number Discretization. The first operation is to map real numbers from a “continuous” domain to certain discrete values, e.g., from floating-point numbers to integers. The number of discrete values is called the quantization level. A common way is to partition the original domain into several intervals and represent the numbers located in an interval by the central point [36]. The objective of number discretization is to reduce the value variety and represent the numbers by a few target points.

Operation #2: Domain Transformation. The second operation is to restrict the values from a wide representation range to a small range, e.g., from 32 bits to 8 bits. The transformation procedure can be abstracted as a step function, where the “width” of the step can be uniformly or non-uniformly assigned [24]. Uniform transformation is hardware-friendly while non-uniform transformation can provide higher bit precision. Therefore, domain transformation aims at storing each real number in the fixed-point format with fewer bits.

Inspirations. Existing ML frameworks often implement the tensor arithmetic in FP32 or FP64 format to maintain high precision of numerical operations. However, previous work reveals that most neural networks are over-parameterized and representing model parameters in such high-precision format is not necessary [36]. It is feasible to maintain parameters in lower bit precision while not downgrading the entire network quality. Besides, numerical operations based on floating-point formats are much more expensive than fixed-point ones, especially for the tiny IoT equipment without floating-point processing units. Therefore, it comes to our motivation to compress model parameters from FP32 to INT8 format and handle the training procedure on devices.

Summary. Overall, we summarize the following properties of data quantization: First, it enables model in bit level, which can effectively reduce memory footprint and accelerate tensor arithmetic. This helps us implement on-device learning systems in resource-constrained cases. Second, quantization is more hardware-friendly for both generic hardware (e.g., CPU/GPU) and specific chips (e.g., FPGA), which can be
Table 1: System performance using INT8 and FP32 training.

easily applied to edge intelligence applications.

2.4 Potential Gains

Employing data quantization into model training can save resource costs and accelerate processing speed. Here, we present an illustrative case study to show the potential gains. The experiment is the image classification task on a 3-layer CNN with MNIST dataset [9], running on the HUAWEI Atlas 200DK platform [26] with 10 epochs. We quantize the mini-batch input, weights and gradients of convolutional layers into INT8 format and inspect the system performance in terms of arithmetic efficiency, memory footprint and I/O bandwidth. From the comparison shown in Table 1, the INT8-based quantization-aware training can effectively alleviate system overhead while not downgrading the model quality. This raises an interesting question: can we achieve the same level of FP32 training performance with only INT8 operations for common on-device learning applications (e.g., image classification)? Therefore, we are dedicated to building a lightweight INT8 training system to achieve this target.

2.5 Why not Existing Quantization Methods?

To implement on-device learning systems, existing quantization methods are insufficient due to the following limitations. **#1. Cannot apply to training process.** Most quantization methods are designed for inference only, where quantization is used in the forward pass based on a pre-trained model for accelerating the prediction speed [3, 5, 24, 36, 42]. As these methods have not addressed the issues of calculating gradients on discretized parameters and eliminating error gap after convolutional operations, they cannot be used in training process.

**#2. Cannot support generic networks without specific structure design.** Some methods aim at quantizing parameters with extremely low bit precision, e.g., the binary [58], ternary [34] and XNOR [47] networks. However, they are specifically designed and require fundamentally modifications of network structures. Thus, they are not suitable for the training of generic networks.

**#3. Cannot enable hardware-level INT8 acceleration in training phase.** Google has proposed a verifying quantization method, called Fake Quantization [23], which uses INT8-based numerical information for parameter representation, while still packaging values in FP32 format for tensor arithmetic. The subsequent methods [7, 49, 56] also follow this paradigm that tensors are quantized and dequantized before arithmetic operations. This paradigm cannot fundamentally accelerate processing speed or reduce memory footprint because it does not exploit the hardware-level power of fixed-point processing.

**#4. Cannot make the gradient calibration in backward pass fit on-device resource restrictions.** Recently, it is a trend to study the quantization-aware training with 8 bits. For example, Zhu et al. [67] proposed the unified INT8 training covering both forward and backward passes. However, current researches have not optimized the derivative calculation of model parameters and intermediate tensors during the backward pass, which still follows the fake quantization paradigm. As the backward pass often dominates the per-iteration time, it is of great potential to conduct backward quantization to further improve training efficiency.

**Summary.** Overall, we aim at designing an INT8 quantization method for training neural networks directly on devices.

3 Overview and Design Challenges

Enabling INT8 quantization on devices requires a co-design of neural network constructor and 8-bit training engine. We present Octo, an INT8 quantization-aware training system that addresses the following key challenges.

**Challenge #1: How to fundamentally accelerate processing speed on devices?** Existing quantization methods based on fake quantization cannot fully exploit the power of INT8 processing, thus the on-device training performance is still bounded by iterative tensor arithmetic. We need to simplify the computational procedure for more effective acceleration.

**Our solution:** We introduce the uniform 8-bit quantization into convolutional operations, affine blocks, activation functions and gradient calculation. The data quantization covers both forward and backward passes, thus the entire iteration can be accelerated. Also, the uniform range transformation is hardware-friendly and can be implemented in the layer wise.

**Challenge #2: How to maintain model quality when using INT8 quantization-aware training?** Introducing data quantization during model training will inevitably impact the numerical precision of parameters and incur accumulative errors cross layers. The final output will be significantly different from the full-precision training. Besides, the gradient calculation will face the same issue if we use quantization in the derivative calculation. These factors will degrade the final model accuracy and even make the training cannot converge.

**Our solution:** We maintain the model accuracy by adjusting the intermediate results of forward and backward passes together. In the forward pass, we propose the Loss-aware Compensation (LAC) method and design a new network component, called the compensation layer, to fill the error gap caused by quantized tensor arithmetic. The parameters inside the compensation layer will be optimized according to the network loss. For a higher updating efficiency, we introduce an L2-regularization term of compensation parameters.
to modify the loss function. In the backward pass, we propose the Parameterized Range Clipping (PRC) to bound the transformation domain of quantized gradients, using a 95% confidence interval based on our theoretical analysis (§4.2).

**Challenge #3: How to alleviate system overhead, especially reducing memory footprint?** The training efficiency is often bounded by the limited memory volume and I/O bandwidth. This requires us to conduct memory and storage optimization in the training engine.

**Our solution:** We preserve all the parameters and intermediate derivatives in INT8 format. This effectively reduces the peak memory footprint and saves the storage cost for accessing parameter cache. Also, introducing LAC and PRC mentioned in challenge #2 may incur extra overhead. We transfer the compensation term from a higher-degree polynomial using FP32 tensors into an affine operation just relying on the output of convolutional layers. This can effectively restrict the computational cost of compensation and clipping.

**Challenge #4: How to make the system ease-of-use and compatible with multiple platforms?** In real-world cases, devices are often handled by tiny embedded systems that may not be well compatible with commodity learning frameworks (e.g., PyTorch Mobile [41] and TensorFlow Lite [15]). This requires us to build the system based on the standard environment without the dependency of other sophisticated third-party libraries.

**Our solution:** We first abstract core computation of convolutional and fully-connected layers into the basic operation of tensor-wise dot product. Then, we optimize the dot products by using pure Python and C++. We use the light-weight Pybind tool [43] and C++ header-based Eigen [52] to embed the hardware-level matrix instructions in Python-level training. This kind of hybrid implementation makes our system compatible with most operating systems, including embedded Linux, macOS and Windows.

**Summary:** The above four challenges and solutions guide the design of our system.

## 4 Octo Design

We first discuss the rationale of 8-bit training, and highlight the key difference between Octo and the prior fake quantization method (§4.1). Then, we present a theoretical formulation of quantization error and analyze how to preserve training quality (§4.2). We propose the Loss-aware Compensation (LAC) and Parameterized Range Clipping (PRC) methods to conquer the aforementioned challenges, in forward (§4.3) and backward pass (§4.4), respectively.

### 4.1 Workflow of 8-bit Training

We describe the gist of 8-bit training by discussing the prior work of fake quantization (§4.1.1), which is helpful for understanding the next steps of Octo design. For a clear explanation,

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>The number of bits used for quantization.</td>
</tr>
<tr>
<td>W_f</td>
<td>The full-precision FP32 weights.</td>
</tr>
<tr>
<td>X_f</td>
<td>The full-precision FP32 input.</td>
</tr>
<tr>
<td>W_q</td>
<td>The quantized INT8 weights.</td>
</tr>
<tr>
<td>X_q</td>
<td>The quantized INT8 input.</td>
</tr>
<tr>
<td>F_f</td>
<td>The FP32 output of dot product in fake quantization.</td>
</tr>
<tr>
<td>F_q</td>
<td>The INT8 output of dot product in Octo.</td>
</tr>
<tr>
<td>s_x</td>
<td>The scaling factor when quantizing W_f.</td>
</tr>
<tr>
<td>s_z</td>
<td>The scaling factor when quantizing X_f.</td>
</tr>
<tr>
<td>S_x</td>
<td>The offset of zero point when quantizing W_f.</td>
</tr>
<tr>
<td>S_z</td>
<td>The offset of zero point when quantizing X_f.</td>
</tr>
<tr>
<td>Q(x)</td>
<td>The quantization function.</td>
</tr>
<tr>
<td>Q^{-1}(x)</td>
<td>The dequantization function.</td>
</tr>
<tr>
<td>scale(M)</td>
<td>The function for calculating scaling factor of tensor M.</td>
</tr>
<tr>
<td>round(M)</td>
<td>The discretization function using stochastic rounding on tensor M.</td>
</tr>
<tr>
<td>clip(M)</td>
<td>The clipping function to bound the range of tensor M.</td>
</tr>
<tr>
<td>dot(X,W)</td>
<td>The dot product of X and W.</td>
</tr>
<tr>
<td>r_x</td>
<td>The error gap incurred by discretizing X_f.</td>
</tr>
<tr>
<td>r_w</td>
<td>The error gap incurred by discretizing W_f.</td>
</tr>
<tr>
<td>δ</td>
<td>The error gap between FP32 and INT8 dot product.</td>
</tr>
<tr>
<td>δ</td>
<td>The compensation term to approximate δ .</td>
</tr>
</tbody>
</table>

Table 2: Notations used in INT8 quantization-aware training.

we take a 3-layer CNN (1 CONV + 2 FCs) as the example and list all the notations in Table 2.

### 4.1.1 Fake Quantization Training

Compared with vanilla full-precision training (Figure 2(a)), fake quantization (Figure 2(b)) first quantizes the input and weight into INT8 format, then dequantizes these variables back to the FP32 format before conducting tensor dot product. Note that the computational overhead of CONVs and FCs mainly comes from convolutional and affine operations, which can be unfolded as a series of dot products in low-level instructions. Therefore, we regard dot products as the key computation in forward pass. The rationale of fake quantization training can be described as following three steps:

**Step #1: Quantization.** This step transfers FP32 numbers to INT8 format.

\[ X_q = \text{round}(\frac{X_f}{s_x} + s_z), \quad (1) \]

\[ W_q = \text{round}(\frac{W_f}{s_w} + s_z), \quad (2) \]

\[ s_x = \text{scale}(X, n) = \frac{\max(X_f) - \min(X_f)}{2^n - 1}, \quad (3) \]

\[ z_x = \frac{\max(X_f)}{s_x}, \quad (4) \]

\[ s_w = \text{scale}(W, n) = \frac{\max(W_f) - \min(W_f)}{2^n - 1}, \quad (5) \]

\[ z_w = \frac{\max(W_f)}{s_w}. \quad (6) \]

**Step #2: Dequantization.** This step recovers the INT8 numbers to FP32 format.

\[ X_f = (X_q - z_x) \cdot s_x \quad (7) \]

\[ W_f = (W_q - z_w) \cdot s_w \quad (8) \]
Fake Quantization Training:

Figure 2: Workflow of previous training methods.

**Step #3: Dot Products.** This step conducts dot products based on the recovered FP32 tensors and yields FP32 results.

\[ Y_f = \text{dot}(X_f, W_f) \]  

(9)

**Performance Analysis.** Fake quantization captures the INT8 numerical information while still handling tensor arithmetic in FP32 format. Thus, \textit{it cannot truly alleviate the computational overhead}. Also, the precision degradation after the first two steps mainly comes from the integer rounding, thus the dot products in the third step will not incur much error. However, a practical quantization-aware training method needs to move the dot products between quantization and dequantization, so as to utilize the power of fixed-point hardware. We follow this principle to design Octo’s training.

### 4.1.2 Octo’s Training

As shown in Figure 3, Octo holds the tensor arithmetic totally in INT8 format and contains the following three steps.

**Step #1: Quantization.** This step follows the same formulation as Eq. (2) and Eq. (1). We use the stochastic rounding [17] to build the discretization function \textit{round}(\textit{M}), which maps floating-point numbers into integers and can be defined as:

\[
\text{round}(M) = \begin{cases} 
\lfloor x \rfloor, & \text{w.p. } 1 - \frac{x - \lfloor x \rfloor}{\epsilon}, \\
\lfloor x \rfloor + \epsilon, & \text{w.p. } \frac{x - \lfloor x \rfloor}{\epsilon}
\end{cases}
\]

(10)

where \( \epsilon \) represents the smallest positive fixed-point value under given bits. For example, \( \epsilon = 2^{-8} \) in 8-bit quantization. This discretization function holds the unbiased rounding property, thus the expected rounding error is zero, \( i.e., \mathbb{E}[\text{round}(M)] = M \). This property alleviates the discretization error caused by integer rounding.

**Step #2: Dot Product** This step conducts dot products on INT8 tensors and returns the INT32 results to avoid overflow.

\[ Y_q = \text{dot}(X_q, W_q) \]  

(11)

**Step #3: Dequantization with compensation** This step converts the INT32 tensor to FP32 format and compensates the error of dot products caused by step #2.

**Performance Analysis.** If \( z_x = 0 \) and \( z_w = 0 \), we can simply use the following transformation to restore the INT32 output to FP32 format.

\[ Y_f = Y_q \cdot (s_x \cdot s_w). \]  

(12)

However, realistic INT8 processing requires \textit{int} or \textit{unsigned int} data type, which means the quantized values should be restricted within \([-128, 127]\) or \([0, 255]\), instead of using arbitrary 8-bit domains (\textit{e.g.,} \([100, 355]\) is not feasible). Thus, we need non-zero \( z_x \) and \( z_w \) to serve as the offset of domain transformation. As \( z_x \) and \( z_w \) participate the dot product, we cannot recover \( Y_f \) by using Eq. (12), because the multiplication of zero point offset will incur a significant error gap. Compared with the vanilla dot product based on FP32 tensors, the dequantized output can be described as follows.

\[ Y_f = Y_q \cdot (s_x \cdot s_w) + \delta, \]  

(13)

where \( \delta \) is the polynomial related to \( z_x \) and \( z_w \). Therefore, step #3 is the key to Octo’s forward pass, and the gist is to \textit{find a proper compensation term to fill the error gap} \( \delta \) \textit{while not incurring too much computational overhead}. The details will be discussed in the next section (§4.2).

### 4.2 Analysis of Error Gap

In this section, we formulate the error gap \( \delta \) and approximate it as an affine transformation. Due to the page limit, we omit proof details and present the major theorem.

**Theorem 1.** The error gap \( \delta \) between FP32 and INT8 dot product can be approximated as an affine transformation,
We propose the (FC) layers. As shown in Fig. 4, we conduct preliminary experiments to inspect the layer completion time on CONVs and FCs. We can observe that the time cost of FCs is far less than that of CONVs. Besides, FCs usually occupy a tiny part which is defined as:
\[
\delta = s_x \cdot \Delta X \cdot W_f + \gamma, \tag{14}
\]
\[
\Delta X = \frac{X_f}{s_x} - \text{round} \left( \frac{X_f}{s_x} + z_x \right), \tag{15}
\]
\[
\gamma = X_f (r_w - z_w) s_w - (r_x - z_x) (r_w - z_w) s_x s_w, \tag{16}
\]
where * represents the broadcast operation on tensors. Note that \(\Delta X \cdot W_f\) dominates the computational overhead of Eq. (14), with the same shape as the dot product. Also, \(s_x\) and \(\gamma\) can be regarded as the coefficient factor and bias, respectively. This formulation can be simplified as an affine transformation and we approximate \(\delta\) as:
\[
\hat{\delta} = \alpha \cdot \mu + \beta. \tag{17}
\]
We call \(\hat{\delta}\) as the compensation term, where the three parameters \(\alpha, \mu\) and \(\beta\) can be optimized based on the loss function of the network. Specifically, we abstract these parameters as a new network component, i.e., the compensation layer (§4.3), to better adjust the quantized dot product.

### 4.3 Loss-aware Compensation

We propose the Loss-aware Compensation (LAC) method to preserve the numerical precision of tensor arithmetic in forward pass, LAC holds two core modules: (1) compensation layer (§4.3.1) and (2) L2-regularization of compensation parameters (§4.3.2).

#### 4.3.1 Compensation Layer

The compensation layer is a new component injected to the network structure. Our target of introducing the compensation layer is to fill the error gap mentioned in Eq. (13) by approximating \(\hat{\delta}\) in an affine transformation. We intend to compensate the quantized output in each layer to avoid the large accumulative errors across layers. Thus, the compensation layer is designed as an independent component that can be added at the end of both convolutional (CONV) and fully-connected (FC) layers. As shown in Fig. 4, we conduct preliminary experiments to inspect the layer completion time on CONVs and FCs. We can observe that the time cost of FCs is far less than that of CONVs. Besides, FCs usually occupy a tiny part of the entire network, quantizing FCs will not bring essential improvements to alleviate computational overhead. Therefore, we focus on using LAC on CONVs (although LAC can also be applied to FCs) and insert a compensation layer at the end of each CONV, following batch normalization to adjust the input distribution before ReLu, as depicted in Fig. 3. Indeed, the compensation layer is an optional component, thus we can add a compensation layer after multiple CONVs. Each compensation layer holds three learnable parameters and we summarize their properties as follows.

**#1.** \(\alpha\): This is a scalar controlling the scaling factor of compensation term.

**#2.** \(\mu\): This is a tensor with the same shape as the dot product, which represents the expectation of the distribution of \(\delta\).

**#3.** \(\beta\): This is a tensor corresponding to the shape of \(\mu\), serving as the bias to adjust the compensation offset.

According to the expression of compensation term in Eq. (17), the calculation of \(\alpha \cdot \mu\) is handled by the broadcast operation, instead of the time-consuming tensor dot product. Also, adding \(\beta\) to \(\alpha \cdot \mu\) can be optimized as a shift operation, holding much less arithmetic complexity over multiplication. Therefore, calculating the compensation term will not incur much computational overhead.

#### 4.3.2 L2-Regularization of Compensation Parameters

Although adding compensation layers can effectively fill the error gap caused by quantized dot product, the overall training efficiency may be impacted by the initialization of the compensation parameters. Actually, we can treat the approximate compensation term as special “noise” to counteract the
Apart from introducing LAC in forward pass, we also modify the corresponding gradient calculation rule for (PRC) method to address this issue by restricting computational efficiency. As shown in Figure 5, the derivative flows will go through the entire network, from the last layer to the first one. Capturing the flows from the l+1-th layer, we can handily calculate the gradients of current l-th layer and push the flows to previous layers. Thus, the essential operations for calculating the parameter gradients ($\frac{\partial L}{\partial X}$ and $\frac{\partial L}{\partial W}$) of CONVs and FCs can also be abstracted as a series of tensor dot products, which are described as follows:

$$\frac{\partial L}{\partial X} = \text{dot}(\frac{\partial L}{\partial Y}, W^T),$$

$$\frac{\partial L}{\partial W} = \text{dot}(X^T, \frac{\partial L}{\partial Y}),$$

where $W^T$ and $X^T$ represent the transpose of $W$ and $X$, respectively. Following these equations, we can also quantize $\frac{\partial L}{\partial X}$ into INT8 format, and conduct the quantized dot product by using $W_q$ and $X_q$, which are obtained in forward pass. After that, we can dequantize $\frac{\partial L}{\partial W}$ and $\frac{\partial L}{\partial X}$ based on the corresponding scaling factors by using Eq. (12). Note that this dequantization relies on the prerequisite of using symmetric clipping, which will be discussed in the next section.

4.4.2 Parameterized Range Clipping

As the intermediate derivative flows are also quantized before the dot product for calculating gradients, we thus need to address the issue of zero point offset. However, adding a compensation-like component in backward pass is inefficient in filling the error gap. Instead, we propose the Parameterized Range Clipping (PRC) method that makes clipping in the symmetrical scheme to avoid the involvement of zero point, such that the FP32 parameter gradients could be recovered after conducting the INT8 dot product. The clipping range will be specifically profiled according to the distribution of the FP32 tensors. More precisely, we will discuss the clipping strategy in the following two cases.

Case #1. The distribution of FP32 tensor locates on both sides of the original point. In this case, we will quantize the FP32 tensor within $[-127, 127]$, which can be covered by the int data type. The clipping function is described as:

$$\text{clip}(M) \in [-a, a],$$

$$a = \min\{|\min(M)|, |\max(M)|\}.$$  

Case #2. The distribution of FP32 tensor locates on one side of the original point. In this case, we will quantize the FP32 tensor within $[0, 255]$ that can be covered by the unsigned int data type. The clipping function is defined as:

$$\text{clip}(M) \in [0, a],$$

$$a = \max\{|\min(M)|, |\max(M)|\}.$$  

By profiling the clipping range in these two cases, we can assert the zero point offset as 0 and surpass the issue of error gap. Moreover, we further restrict the clipping range by applying...
95% confidence interval on Eq. (21), as the gradient tensors usually follow the long-tailed but bell-shape distribution.

**Gradient Recovery:** Based on the above clipping, we can recover the FP32 parameter gradients \(\frac{\partial L}{\partial X_f}\) and \(\frac{\partial L}{\partial W_f}\) from the intermediate INT8 quantized derivative flows \((Y_q, W_q, X_q)\) as follows:

\[
\frac{\partial L}{\partial X_f} = \text{dot}(\frac{\partial L}{\partial Y_q}, W_q^T) \cdot (s_y s_w),
\]

\[
\frac{\partial L}{\partial W_f} = \text{dot}(X_q^T, \frac{\partial L}{\partial Y_q}) \cdot (s_y s_x),
\]

where \(s_y, s_x\) and \(s_w\) represent the scaling factors for quantizing \(Y_f, X_f\) and \(W_f\), respectively.

## 5 Implementation

We implement Octo’s training engine and network constructor in pure Python without the dependency of other sophisticated third-party libraries, making it a cross-platform system.

### 5.1 Network Construction

We abstract different layers for the construction of common CNNs, including CONV layer, FC layer, Batch Normalization, ReLu, Sigmoid, Pooling, Dropout, Softmax, and the proposed compensation layer. Each layer holds uniform APIs to handle the forward and backward passes. We can easily build CNNs by assembling different layers in a proper sequence. We provide a configuration file to set layer size (e.g., neuron number, filter number, filter size and padding) and initialize model parameters. We have embedded AlexNet, VGG11 and other deep CNNs in Octo, supporting the training on MNIST, Fashion MNIST and CIFAR-10/100 datasets. Moreover, we build the auto inspection module to monitor the training performance and record the key metrics, including model accuracy, training completion time, per-iteration cost, computational overhead, memory footprint and compensation performance.

### 5.2 Gradient Calculation

We implement the gradient calculation based on the chain rule of derivative flows. Each layer can automatically obtain its gradients by invoking the `backward` method. Here, we take the compensation layer as an example and calculate the gradients of \(\alpha\) and \(\beta\) by the following Python snippets:

```python
def backward(self, dout):
    self. d_alpha = np.sum(dout * self.mu, axis=0)
    self.d_mu = self. alpha * dout
    self. d_beta = dout
    return dout
```

The `backward` method sequentially accepts the derivative of \(\frac{\partial L}{\partial Y}\) (denoted as `dout`) from previous layers, calculates the gradients of three compensation parameters, stores them for model updating, and returns the latest derivative flows to the next layer.

## 5.3 Hardware Deployment

We mainly extract the computational operations of model training into three types: (1) tensor dot product, (2) tensor broadcast, and (3) tensor addition. We optimize these operations in low-level instructions that can exploit the power of fixed-point processing units. This requires us bridging the C++ level method calling with Python-level training engine. We use the lightweight Pybind tool [43] and C++ header-based Eigen [52] to embed the hardware-level matrix instructions in Python training. This kind of hybrid implementation makes our system compatible with most operating systems, including embedded Linux, macOS and Windows. Specifically, apart from the implementation of common PC and servers, we also deploy Octo on commercial AI devices, such as HUAWEI Atlas 200DK [26] and NVIDIA Jetson Xavier [27], which can utilize the dedicated INT8 neuron chips.

## 6 Evaluation

We evaluate Octo on real embedded platforms in the production environment. Our key insights are as follows:

### #1. Does Octo preserve model quality and how is it compared to FP32 training? Octo achieves stable convergence and holds comparable model accuracy as FP32 training (§6.3).

### #2. Can Octo improve inference efficiency? Octo accelerates image processing speed, by up to 2.03\(\times\) faster than FP32-based inference (§6.4).

### #3. How could Octo work? Octo can effectively fill the error gap caused by data quantization and maintain tensor distribution as FP32 does. Thus, Octo preserves model quality and makes training more stable (§6.5).

### #4. What is the system overhead? Octo reduces the per-iteration time cost while introducing a tiny overhead of data quantization (§6.6.1). Meanwhile, Octo saves real-time memory footprint and decreases the peak memory usage, by up to 3.37\(\times\) lower than FP32 training (§6.6.2).
Table 3: Comparison of FP32 and Octo’s model accuracy (from MIN to MAX) with Fashion MNIST (FM) and CIFAR-10 (CF) datasets, by using AdaGrad optimizer.

<table>
<thead>
<tr>
<th>Model</th>
<th>FP32 Acc. (%)</th>
<th>Octo Acc. (%)</th>
<th>Acc. Degradation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GoogLeNet, FM</td>
<td>99.1 – 99.5</td>
<td>97.9 – 98.6</td>
<td>0.9 – 1.2</td>
</tr>
<tr>
<td>GoogLeNet, CF</td>
<td>97.8 – 99.2</td>
<td>97.6 – 98.8</td>
<td>0.2 – 0.4</td>
</tr>
<tr>
<td>AlexNet, FM</td>
<td>95.6 – 96.4</td>
<td>92.8 – 94.3</td>
<td>2.8 – 4.1</td>
</tr>
<tr>
<td>AlexNet, CF</td>
<td>91.8 – 95.2</td>
<td>86.1 – 87.3</td>
<td>5.7 – 7.9</td>
</tr>
<tr>
<td>VGG11, FM</td>
<td>97.5 – 98.8</td>
<td>94.4 – 96.5</td>
<td>2.3 – 3.1</td>
</tr>
<tr>
<td>VGG11, CF</td>
<td>97.2 – 99.5</td>
<td>96.5 – 98.6</td>
<td>0.7 – 0.9</td>
</tr>
</tbody>
</table>

[29] and VGG11 [48]. Considering the resource constraints, large-scale datasets (e.g., ImageNet [10]) are not suitable for training. We choose Fashion MNIST (FM) [59], CIFAR-10 (CF) [28] to fit the tiny on-device environment. We set the mini-batch size as 50 with 100 epochs and check Octo under Adam [25], AdaGrad [12] and RMSprop [21] optimizers.

**Baselines.** We build two pertinent baselines: the vanilla full-precision training (FP32) and fake quantization-aware training without error compensation (Fake QAT), using the performance metrics of training efficiency, model quality, image processing throughput and system overhead.

### 6.2 Training Efficiency and Quality

Maintaining convergence efficiency is one of the most crucial metrics in INT8 training design, we compare the model accuracy and training loss, by using FP32, Fake QAT and Octo training under different benchmarks in Figure 6. We can observe that Fake QAT fails to converge, where the curves of loss (in black) and accuracy (in red) almost remain unchanged. This phenomenon indicates that putting tensor arithmetic (e.g., convolutional and affine operations) between quantization and dequantization will incur huge computational errors, thus Fake QAT is not suitable for hardware-level INT8 acceleration in practice. In contrast, Octo (in green) obtains comparable accuracy as the FP32 (in blue) training, holding a just slight degradation in most cases (e.g., Figure 6(a)-6(f)). Specifically, as to the training of the deep VGG11 model, Octo even achieves faster convergence speed over FP32 with close final model accuracy (e.g., Figure 6(g)). Training curves using other optimizers (e.g., Figure 6(h) and 6(i)) also confirm this property because the compensation layers inside Octo can serve as specific ‘noise’ to help optimizers escape saddle points. Also, the PRC method bounds the gradients in a smoother distribution, making models update more stably. Overall, the accuracy comparison and degradation gap are summarized in Table 3, where Octo preserves model quality as FP32 does and is sufficient for INT8 on-device training.

### 6.3 Ablation Study

We conduct the ablation study to inspect how much improvement is achieved by LAC and PRC separately. The experiments are based on the training of AlexNet model on CIFAR-10 and Fashion MNIST datasets by using Adam optimizer. Note that the LAC and PRC operations are added in CONV2, CONV3 and CONV4. We compare the average model accuracy under different training configurations in Table 4. We can observe that simply adopting INT8 data representation
### 6.4 Image Processing Throughput

Apart from the training efficiency, we also inspect Octo’s inference performance. We measure the image processing speed, *i.e.*, image count per second, by using the models trained by FP32 and Octo. As model parameters and tensor arithmetic are converted in INT8 format, Octo can effectively reduce I/O bandwidth and computational pressure. Therefore, Octo improves the image processing throughput, by up to $2.03 \times$, on average, over FP32 model based inference. This property is significantly meaningful for on-device learning as we can reduce inference latency and improve user experience.

### 6.5 Octo Deep Dive

Observing the improvement of training and inference performance, we wonder how could Octo achieve this. Here, we give deep insights into how Octo compensates for quantization error and preserves model accuracy. We visualize the intermediate tensor distribution of a CONV layer’s output into training will significantly deteriorate the model accuracy due to large errors of the quantized dot product. Enabling LAC operation can fill this error gap by learning parameters of an affine approximation. Note that directly using PRC on vanilla INT8 training without LAC cannot eliminate the deviation of intermediate results, thus still incurring a great degradation of accuracy. However, PRC can further improve the final accuracy when LAC has been enabled, where the clipped gradients can restrict the training process in a proper convergence boundary.

### Table 4: Comparison of average model accuracy under different training configurations.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Acc. (%)</th>
<th>Gap over FP32 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FP32</td>
<td>97.1</td>
<td>0</td>
</tr>
<tr>
<td>INT8</td>
<td>88.7</td>
<td>−8.41</td>
</tr>
<tr>
<td>INT8 + LAC</td>
<td>90.4</td>
<td>−6.78</td>
</tr>
<tr>
<td>INT8 + PRC</td>
<td>86.1</td>
<td>−11.12</td>
</tr>
<tr>
<td>INT8 + LAC + PRC</td>
<td>93.5</td>
<td>−3.54</td>
</tr>
<tr>
<td>Fashion MNIST</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CIFAR-10</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Figure 7: Impage processing throughput, *i.e.*, images per second, by using FP32 and Octo trained models.

### Figure 8: The visualization of tensor distribution of CONV2’s output, under FP32, Fake QAT and Octo’s training. Octo preserves similar distribution as FP32 while Fake QAT cannot.

### Figure 9: We inspect the details of computational time cost from 300 iterations and measure the overhead of Octo’s data quantization on average, when training Fashion MNIST (FM) and CIFAR-10 (CF) dataset.

by using FP32, Fake QAT and Octo. The data are collected from training an 8-layer deep CNN with CIFAR-10 after 80 iterations. Fake QAT holds a distinct distribution compared with FP32 because conducting dot products in the quantized domain will incur significant error to the final output. In contrast, the compensation layers inside Octo can fill the error gap and achieve similar distribution as FP32 does. Therefore, the model accuracy is maintained. Also, the PRC method in backward pass bounds derivative domains and smooths the tensor distribution, making the training more stable.

### 6.6 System Overhead

We compare Octo’s system overhead with FP32 training, following two key metrics of embedded platforms: computational time cost (§6.6.1) and memory footprint (§6.6.2).

#### 6.6.1 Computational Time Cost

We measure the average computational time cost of different stages in each iteration, as depicted in Figure 9. Although Octo introduces extra overhead of data quantization, about 17.21% increase on average, it reduces the completion time of both forward and backward passes by using INT8-based processing. Overall, Octo holds shorter per-iteration time, by up to $1.73 \times$ faster, on average, over vanilla FP32 training. Therefore, we believe introducing data quantization for on-device training is meaningful.
Xavier equipped with INT8 neural chips. These devices support VGG-like models.
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This work demonstrates that introducing INT8 quantization to training is a feasible way to implement on-device learning in practice. To truly enable hardware-level INT8 acceleration, the key of designing an efficient quantization-aware training method is to fill the error gap of dot products. This target is achieved by optimizing data quantization in both forward and backward passes, via the proposed Loss-aware Compensation (LAC) and Parameterized Range Clipping (PRC) methods, respectively. Specifically, we design a novel compensation layer to adjust the quantized output and smooth the model update procedure. Our method is implemented in Octo, a cross-platform system for tiny on-device learning. Evaluations show that Octo holds higher training efficiency over state-of-the-art quantization training methods and preserves comparable model quality as full-precision training.
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6.6.2 Memory Footprint

We compare the memory usage under FP32 and Octo’s training, respectively. As shown in Figure 10, we monitor the real-time memory footprint when training GoogLeNet with CIFAR-10 in 2000 seconds. The FP32 training requires about 61.29% memory usage on average, while Octo only requires 40.13%. More precisely, we compare their peak memory usage of different benchmarks in Figure 11. Due to the INT8-based parameters and gradient quantization, Octo can effectively reduce peak memory usage, by up to 3.37 \times lower than FP32 training. Such a reduction makes it possible to deploy VGG-like models.

7 Discussion

In this section, we will discuss the potential usages, extensions and limitations of Octo.

Deployment on edge devices. We mainly deploy Octo on two kinds of edge devices: (1) Atlas 200DK developer board integrating Ascend 310 AI processors and (2) NVIDIA Jetson Xavier equipped with INT8 neural chips. These devices support hardware-level INT8 operations, thus making Octo truly exploiting the power of quantization-aware training. Note that Octo is a cross-platform system and its INT8 quantization algorithm can apply to most existing ML frameworks. For example, it is possible to extend the TensorRT engine [53] to enable truly INT8 training on NVIDIA Pascal GPUs, rather than current post-quantization or inference-only INT8 usage.

Comparison with existing work. We have to build Octo from scratch due to the following limitations of existing quantization methods. PACT [7] is designed for quantized inference by optimizing the clipping range of activations in forward pass, without the consideration of gradient calculation in backward pass. Fake QAT [23] needs to pre-train a full-precision model and uses INT8 fine-tuning to preserve quantized model quality. Fake QAT only simulates INT8 calculations in forward pass and cannot bring actual acceleration. Directly using Fake QAT to INT8 training will cause large errors of dot product and cannot guarantee model convergence. Unified QAT [67] enables INT8 training by adjusting gradients in backward pass. However, it relies on the calculation of both quantized and full-precision gradients, as well as plenty of exponent arithmetic. This computational overhead requires the support of GPUs and is not feasible to the device’s resource-constrained environment.

Extensions to other types of models and layers. Octo also supports other layers and models (e.g., FC layers for saving more memory and RNNs for time-series prediction) because our basic optimization targets are tensor-level dot product and broadcast operations, which are prevalent in modern neural networks. Although Octo can reduce computational overhead and save memory footprint for most CNN models, we admit that Octo is just a first step to exploit the feasibility of deploying INT8 training on devices. Some complicated scenarios, such as conducting NLP on large-scale datasets or detecting real-time objects with high frame rates may still need supplementary methods, where the construction of compensation layers, clipping strategy of gradients, regularization terms of loss function should be carefully designed.
References


[42] Markus Nagel, Mart van Baalen, Tijmen Blankevoort, and Max Welling. Data-free quantization through weight equalization and bias correction. In *Proceedings
of the IEEE/CVF International Conference on Computer Vision (ICCV), pages 1325–1334, Seoul, Korea (South), 2019.


