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Abstract
With growing interest in efficiently analyzing dynamic graphs, streaming graph processing systems rely on stateful iterative models where they track the intermediate state as execution progresses in order to incrementally adjust the results upon graph mutation. We observe that the intermediate state tracked by these stateful iterative models significantly increases the memory footprint of these systems, which limits their scalability on large graphs.

In this paper, we develop memory-efficient stateful iterative models that demand much less memory capacity to efficiently process streaming graphs and deliver the same results as provided by existing stateful iterative models. First, we propose a Selective Stateful Iterative Model where the memory footprint is controlled by selecting a small portion of the intermediate state to be maintained throughout execution. Then, we propose a Minimal Stateful Iterative Model that further reduces the memory footprint by exploiting key properties of graph algorithms. We develop incremental processing strategies for both of our models in order to correctly compute the effects of graph mutations on the final results even when intermediate states are not available. Evaluation shows our memory-efficient models are effective in limiting the memory footprint while still retaining most of the performance benefits of traditional stateful iterative models, hence being able to scale on larger graphs that could not be handled by the traditional models.

1 Introduction
Streaming graph processing systems [4, 6, 13, 16, 17, 27, 28, 35] aim to deliver real-time results as the graph structure changes via a continuous stream of edge and vertex mutations. These systems are equipped with efficient iterative processing models that are broadly classified into two types: the stateless iterative model and the stateful iterative model.

Stateless iterative models used in [6, 13, 27, 28] perform regular iterative processing without capturing additional intermediate values that describe the execution history. When the graph structure mutates (e.g., new edges/vertices get added or old vertices/edges get removed), they either continue the iterative computation without correctly incorporating the impact of mutations on already computed values (i.e., not guaranteeing accuracy of final results) [28]; or, they conservatively deduce the set of values that could be potentially affected due to mutation (using techniques like tag propagation [27]) and recompute those values from scratch.

On the other hand, stateful iterative models used in [16, 17, 35] capture the intermediate state (representing execution history) as computation progresses, often in terms of intermediate values computed for vertices in each iteration. When the graph structure mutates, only the change in values resulting from those mutations are iteratively propagated to correct the intermediate state and compute accurate final results. As expected, stateful iterative models are more efficient in generating correct final results compared to stateless iterative models simply because the stateful models operate on the precise set of intermediate values that get affected by the change. Stateless iterative models, on the other hand, need to be conservative while generating accurate results since they do not capture intermediate values representing the execution history, and hence, they end up demanding much more computation.

While traditional models like [4] maintain the intermediate state in the order of edges for each iteration, recent works [16, 17, 35] capture information in terms of intermediate values computed for vertices, which results in much lesser memory footprint compared to traditional models. In these systems, the amount of intermediate state saved by the stateful iterative models depends on the nature of the graph algorithms they support. For example, models that operate on asynchronous graph analytics algorithms like BFS, shortest paths, connected components, etc. leverage the monotonic relationship of the values in the algorithm to adjust them directly [35], which requires capturing only $O(|V|)$ intermediate state. On the other hand, models that support synchronous graph algorithms like Co-Training Expectation Maximization (CoEM), Collaborative Filtering (CF), etc. capture the
intermediate state at every iteration in order to incrementally recompute the values iteration-by-iteration and guarantee results equivalent to Bulk Synchronous Parallel (BSP) [32] execution from scratch [16, 17]. Furthermore, the intermediate state in each iteration often contains the aggregation results for vertices along with the vertex values, and their size (in bytes) depends on the graph algorithm being run. For example, CoEM requires 8 bytes per intermediate state of a vertex whereas CF consumes 16 bytes per intermediate state. Other graph algorithms like Multi-Modality Learning (MML) and Label Propagation (LP) have even larger intermediate states depending on the number of labels they operate on.

We profiled GraphBolt [17], a recent state-of-the-art streaming graph processing system, to measure the amount of memory consumed by the intermediate state across different graph algorithms and graph datasets. As shown in Figure 1, the intermediate state consumes at least twice the amount of memory required to hold the input graph itself; for the Collaborative Filtering algorithm this factor increases to over 4× whereas the intermediate state in algorithms like Multi-Manifold Ranking and Label Propagation consumes over an order of magnitude more memory compared to the input graph.

Such high memory footprint significantly limits the scalability of the stateful iterative models on large graphs. For instance we observed that three of the graph algorithms in Figure 1 ran out of memory (with 320GB memory capacity) for the UN graph. With graph datasets growing at a faster rate than memory capacity, it becomes crucial to develop stateful iterative models that do not demand large memory capacities just to hold the intermediate states.

In this paper, we develop novel memory-efficient stateful iterative models that demand much less memory capacity to efficiently process streaming graphs and provide the same BSP guarantees as existing state-of-the-art streaming graph processing systems. First, we propose a Selective Stateful Iterative Model where the memory footprint is controlled by selecting a small portion of the intermediate state to be maintained during execution. And then, we propose a Minimal Stateful Iterative Model that specializes the incremental processing for certain graph algorithms (depending on their update functions) to drastically reduce the memory footprint.

Selective Stateful Iterative Model. The key insight here is that vertex computations within an iteration are independent of each other, and hence, incrementally recomputing the value of a vertex is only dependent on the intermediate state saved for that vertex (i.e., not dependent on the states saved for other vertices). Moreover, the usefulness of different portions of the intermediate state (in terms of the amount of computation pruned out upon graph mutation) is different; this means, intermediate states for certain vertices would end up reducing more computation than those for other vertices.

Based on these insights, our selective stateful iterative model tunes its memory footprint depending on the available main memory by selecting the intermediate vertex states to be captured at a fine-grained level (illustrated in Figure 2). While this enables the model to scale on large streaming graphs, performing incremental computation using the partial intermediate state becomes challenging. This is because the value changes resulting from graph mutations are typically merged with the intermediate vertex states to propagate subsequent (transitive) changes throughout the graph, and how to compute the effects of value changes with missing intermediate states remains unclear. To address this, we develop a selective incremental processing technique that correctly computes the effects of changes even when intermediate vertex states are not available. Our strategy captures the nuances of the interaction between vertices with intermediate states and those without intermediate states to ensure that the vertices in the latter set correctly participate in the iteration-by-iteration incremental computation.

Minimal Stateful Iterative Model. In this model, we specialize the incremental processing for certain algorithms. Specifically, algorithms like CoEM and PageRank involve operations that are purely distributive, i.e., outgoing value changes from a given vertex can be directly computed based on the incoming value changes to the vertex. We formalize this characteristic as the novel distributive update property to understand the scope of graph computations that are purely distributive. Then, for algorithms that satisfy the distributive...
update property, we identify that the effects of graph mutations can be propagated iteration-by-iteration throughout the graph even without using the intermediate states for most of the vertices. Specifically, only the intermediate states for vertices that get directly affected by graph mutation are needed to perform incremental processing over the entire graph.

We use this insight to develop the minimal stateful iterative model, where the amount of intermediate state gets aggressively reduced to a known subset of vertices on which mutations take place, hence consuming a much smaller memory footprint that is dependent on the graph mutations instead of the original graph size. Upon graph mutation, the incremental computation strategy directly operates on changes even for vertices without intermediate states, while also carefully adjusting the available intermediate states for vertices that are directly impacted by mutation.

Results. Our proposed techniques are general, and can be incorporated in any streaming graph processing system to leverage incremental processing without incurring high memory footprint. We implemented both of our proposed memory-efficient models in GraphBolt [17]; since GraphBolt’s existing stateful iterative model maintains intermediate states for all the vertices in the graph, it becomes a natural baseline to demonstrate the effectiveness of our proposed models.

Our evaluation with five real-world graphs and seven synchronous graph algorithms shows that our models demand significantly less memory capacity in comparison to GraphBolt, while still retaining most of its performance benefits. Specifically, the memory footprint of our selective stateful iterative model is dependent on the amount of intermediate state saved; for instance, by selecting only 20% of the intermediate state to be saved, the memory footprint is 35-70% smaller than that for GraphBolt. Furthermore, our minimal stateful iterative model reduces the memory footprint by 28-58% even when it is used for algorithms that have smaller intermediate state to begin with. This allows our memory-efficient stateful iterative models to scale to very large graphs that could not be handled by GraphBolt with the available memory capacity.

2 Background

We briefly review the streaming graph processing model and the stateful iterative processing that performs incremental computation.

Streaming Graph Processing Model. A streaming graph is a graph whose structure keeps on changing via a continuous stream of graph updates (e.g., addition and deletion of vertices and edges). The change in graph structure is also referred to as mutation of graph structure, and each individual update arriving from the stream is also called a mutation. Streaming graph processing systems [4, 16, 17, 27, 28, 35] operate on streaming graphs to continuously produce results consistent with the latest graph structure.

Stateful Iterative Processing Model. Stateful iterative processing models used in recent systems like [16, 17, 35] reduce the amount of computation to be performed upon graph mutation using incremental processing. The main idea is to track the intermediate state that captures the necessary details of execution history so that when the graph structure mutates, only the relevant parts of execution history are adjusted or recomputed. To guarantee end results that are same as a Bulk Synchronous Parallel (BSP) execution [32] starting from scratch, GraphBolt employs a dependency-driven incremental refinement strategy [17], which incrementally recomputes (or refines) intermediate states by propagating changes or differences in values resulting due to the graph structure mutation. It propagates the changes in iteration-by-iteration manner, so that correctness guarantees (in form of BSP semantics) are retained for every iteration all the way till the end, hence ensuring that the final result are same as that from a BSP execution from scratch. DZiG [16] (built in GraphBolt) improves the dependency-driven incremental computation by developing a DelZero-Aware incremental refinement strategy that retains computation sparsity as iterations progress.

Tracking Intermediate State in Memory. The intermediate state in stateful iterative models is in form of values relevant for vertices at each iteration. As shown in Figure 3, these intermediate values often consist of two components: first, the result of aggregation (also called aggregation value) at each vertex that collects values from its incoming edges; and second, the value computed for that vertex. Maintaining both of these values as intermediate state becomes crucial because iterative algorithms often use selective scheduling mechanisms in order to suppress propagation of minor changes (e.g., change less than $1e^{-2}$ threshold). In such cases, the outgoing vertex value for a given iteration may not be based on its aggregation result since the latter can hold multiple minor changes which may not have been propagated to the outgoing neighbors. By explicitly tracking the two values, differences can be correctly computed and propagated based on values visible to the neighbors.

As expected, tracking this intermediate state increases the
Figure 4: Memory consumption of different components in stateful iterative model: graph structure, final vertex results, and intermediate state. The intermediate state requires different amount of memory across different graph algorithms. On Label Propagation, the memory consumed by intermediate state increases as number of labels increase (indicated by LP-k where k is the number of labels).

memory footprint of such incremental processing techniques. While Figure 1 shows the high memory footprint for different graph algorithms on graph datasets, Figure 4 compares the size of intermediate state relative to the remaining memory consumption of the process (majority of which is taken by the input graph structure and then vertex frontiers). Even though PageRank and CoEM operate on scalar values, their intermediate state and final state consumes nearly as much memory as the remainder of the process. Collaborative Filtering operates on two factors per vertex (i.e., its vertex state is a size-2 vector), and hence, its intermediate state ends up consuming up to 80% additional memory compared to the stateless execution. Finally, Label Propagation operates on feature vectors; as shown in Figure 4, increasing the number of features directly increases the amount of memory consumed by the intermediate state. In fact, maintaining intermediate states with 10 features requires 129GB additional memory for FT and 198GB additional memory for UK, which increases the memory footprint by 3.44× and 3.3× respectively compared to their stateless executions. Such high amount of memory consumption significantly limits the applicability of the stateful iterative processing model on large graphs.

3 Selective Stateful Iterative Model

3.1 Intuition & Main Idea

Maintaining intermediate state essentially allows incremental processing where the effects of graph mutation are propagated in form of value changes throughout the graph. On the other extreme when intermediate state is not maintained, vertex values that are recomputed in a given iteration have to be pushed out since there is no way to determine whether the new values are different from ones computed prior to graph mutation. We observe that every single vertex computation, either in incremental manner with intermediate state or from scratch without intermediate state, is a local computation. This means the value for a given vertex can be computed as long as the right values arrive from its in-neighbors (either in form of value differences or actual values). Hence, we selectively trade off the benefits of incremental computation with reduced memory footprint at a fine-grained level.

Our selective stateful iterative model tracks the intermediate states of only a subset of vertices instead of all the vertices in the graph. For vertices whose intermediate states are not tracked, the model reconstructs their states on-the-fly so that changes resulting from graph mutation can be directly propagated. As illustrated in Figure 2, this allows us to limit the memory footprint by directly controlling the subset of vertices whose intermediate values are tracked, at the cost of performing more computation for vertices whose intermediate states are not tracked.

For simplicity, the vertices whose intermediate states are tracked are called tracked vertices whereas the remaining vertices are called untracked vertices.

3.2 Tracking Useful Vertex States

In order to selectively track intermediate states, we need to answer two main questions: first, how many vertices should be tracked, and second, which specific vertices should be tracked.

A) How many vertices should be tracked? To maximize the benefits of stateful incremental processing, tracking as many vertices as possible becomes an ideal choice. Hence, we can compute the number of tracked vertices based on the memory capacity (or budget) assigned for the process. Specifically, the size of the intermediate vertex states (which is algorithm dependent) can be determined during initialization, which can be used to bound the number of vertices to be tracked using the available memory budget:

$$\text{mem}_\text{budget} \geq k \times \text{state}_\text{size} \times t + \text{base}_\text{size}$$

where $k$ is the number of vertices whose states are tracked, $\text{mem}_\text{budget}$ is the available memory capacity, $\text{state}_\text{size}$ is the size of intermediate vertex state, $t$ is the number of iterations for which intermediate state should be captured, and $\text{base}_\text{size}$ is the memory consumed by other data structures in the system (e.g., input graph structure, vertex frontiers, stream buffers, etc.) along with additional capacity for the graph structure to grow over time. Hence, the above equation can be rewritten to maximize the number of tracked vertices $k$ as:

$$\arg\min_k |\text{mem}_\text{budget} - (k \times \text{state}_\text{size} \times t + \text{base}_\text{size})|$$

Note that the majority of $\text{base}_\text{size}$ is consumed by the graph data structure, whereas the remaining structures like vertex frontiers (which are simply boolean arrays) often consume less than 10% memory compared to the graph data structure.
B) Which vertices should be tracked? A naive way to select vertices to be tracked can be using random sampling, where tracking of intermediate states can be enabled for a random subset of vertices. While such a strategy easily allows selecting vertices, it remains oblivious of how incremental processing gets performed, and hence it fails to maximize the benefits of incremental processing. Since different vertices require different amount of computation depending on how values get propagated throughout the graph, we must ideally select those vertices that demand high computation so that most of their computation can be effectively eliminated by incremental processing. To do so, we consider the ‘usefulness’ of the intermediate state for each vertex, where the usefulness of an intermediate state is informally defined as the amount of computation it ends up reducing for that vertex. The usefulness of an intermediate state depends on several dynamic factors including the distance (in terms of number of hops) from the vertices where mutations got applied, and the sensitivity of the graph algorithm to changes in graph structure. Since accurately computing such a metric is infeasible for the general case, we approximate the usefulness of an intermediate state using a vertex-local heuristic.

To develop our heuristic, we profiled the amount of computation performed on each vertex when processing a given graph snapshot. The computation for each vertex is measured in terms of the number of edge operations performed for that vertex; this is because edge operations are expensive (often involve atomic writes and random accesses) and they are the primary candidates that incremental processing attempts to reduce [17]. Figure 5 correlates the number of edge operations for different vertices with their in-degrees for two executions: first, the execution where all vertices’ intermediate states are tracked (i.e., GraphBolt’s dependency-driven incremental processing); and second, the execution where computation is started from scratch (i.e., no intermediate state is tracked). As we can see vertices with higher in-degree demand more computation when their intermediate values are not tracked, and tracking their values reduces their computation requirements. For instance, the top 20% of the high in-degree vertices contribute to up to 34.1-94.9% of the total number of edge operations in Figure 5. Hence, tracking the intermediate states for high in-degree vertices is most useful. On the other hand, the savings for low in-degree vertices are small (visible from the gap between orange points and blue points for low in-degree vertices) since those vertices demand fewer computation even when their intermediate states are not tracked. Therefore, we track the intermediate states for top-k vertices ranked with highest in-degree.

Efficiently Maintaining Tracked Vertex Set. When the graph snapshot gets initialized, a linear pass is performed over the vertices, and the vertex ids are maintained in a degree-ordered max-heap. The vertex ids whose intermediate states must be tracked are then selected in linear time from the heap.

As execution progresses and graph structure mutates, the heap is incrementally adjusted to reflect changes in vertex orderings based on their degree changes. Whenever graph mutations significantly impacts the top-k vertex ranking, the subset of tracked vertices can be refreshed to eliminate certain vertices and add new vertices. As the set of tracked vertices gets updated, the intermediate state for vertices that get newly added to the tracked set needs to become available for subsequent incremental processing. This is achieved during incremental refinement by keeping those newly added vertices active during the iterations so that their intermediate states get incrementally computed, which are then tracked. Vertices that get removed from the tracked set are handled by simply turning off their tracking during the next incremental refinement, and releasing the memory allocated to their tracked state.

3.3 Incremental Processing upon Mutation

With intermediate states available for only a subset of vertices, propagating changes resulting from graph mutations becomes challenging. This is because values during the incremental refinement stage can flow across different vertices regardless of whether their intermediate states are tracked or not. Since we aim to guarantee BSP semantics (similar to systems like [17]), computation of vertex values cannot be deferred as they need to happen in an iteration-by-iteration manner.

We develop a selective incremental processing technique that operates on selective intermediate states, i.e., where a selected subset of vertices are tracked. Our technique effectively separates out the interactions between tracked and untracked vertices so that right values get propagated across the edges depending on whether their source and target vertices are tracked or untracked. We first summarize how the graph layout can be optimized when selective intermediate states are maintained, and then discuss the details of our selective incremental processing.
Optimizing Graph Layout. Streaming graph processing systems use efficient dynamic graph representations to handle rapid graph mutation and enable efficient parallel operations on active edges and vertices [6, 7, 15, 17]. Since our selective incremental processing handles the interactions for tracked vertices in a different manner compared to the interactions for untracked vertices, the graph layouts can be improved to avoid expensive checks while propagating values during the refinement process. Specifically, the edges between tracked vertices and untracked vertices can be separated out in the graph layout itself; by doing so, all computations on edges whose target vertices are either tracked or untracked can be performed directly in form of parallel operations without verifying whether every individual target vertex is tracked or untracked.

Since we incorporate our technique in GraphBolt, which uses adjacency lists to hold graph snapshots, such a separation results in the graph layout shown in Figure 6a. Here, each vertex now holds two vectors for its outgoing neighbors: the first vector contains edges whose targets are tracked vertices, and the second vector contains edges whose targets are untracked vertices.

Propagating Differences upon Graph Mutation. When the graph structure mutates, the incremental computation must correctly propagate changes throughout the available intermediate states to compute final results. To retain BSP guarantees at the end of each iteration, our selective incremental processing propagates values iteration-by-iteration.

With only a subset of intermediate states available, processing for different vertices is handled differently. For tracked vertices, the intermediate states are incrementally refined in place as processing progresses through iterations. Whereas for untracked vertices, a single vector is maintained to hold their latest values as processing progresses through iterations (similar to computing from scratch without intermediate states). In each iteration, the values propagated across edges are based on whether the target vertices are tracked or untracked, as shown in Figure 6b. If the target vertex is tracked, then the difference in value is propagated along its incoming edge similar to the traditional dependency-driven incremental processing [17]. On the other hand, if the target vertex is untracked, then both the old value (from before graph mutation) and the new value (resulting from graph mutation) are propagated along the edge. This allows the target vertex to compute the necessary differences for its outgoing neighbors in the subsequent iteration.

Algorithm 1 shows how our selective incremental processing propagates values upon graph mutation. In each iteration, the differences directly resulting from graph mutation are propagated (lines 6-13), and then the resulting differences are propagated for the tracked and untracked vertices (line 15-22). The tracked vertices acquire the difference between the previous value change and the new value change. The untracked vertices, on the other hand, receive two values: the previous change and the new change. This allows the untracked vertices to recompute the old aggregation along with the updated aggregation. Once the values arrive at the required active vertices, their vertex values are computed to identify the differences to be propagated in the next iteration (lines 24-33).

As we can see on lines 15 and 19, operations on edges based on their target being tracked or untracked are directly invoked in parallel without any checks per edge, mainly because of the optimized graph layout described above that separates the edges. Moreover, since the selective incremental processing recomputes the vertex values to identify differences, our model tracks only the aggregation values as intermediate states (i.e., it does not track the intermediate vertex values, which is also maintained as part of intermediate state in the traditional dependency-driven incremental refinement [17]).

4 Minimal Stateful Iterative Model

In this model, we aggressively eliminate the tracking of intermediate state by specializing the incremental processing for certain graph algorithms. Specifically, our model will directly operate on value differences without reconstructing the intermediate states so that effects of mutations get propagated only as value differences throughout the iterations.

We first formalize the distributive update property that enables this specialization, and then discuss the details of the minimal stateful iterative model.

4.1 Distributive Update Property

Computations in graph algorithms can be modeled as:

$$val(v) = A\bigg(\bigoplus_{(u,v) \in E} S(val(u))\bigg)$$
Algorithm 1 Selective Incremental Processing

1: par for $e \in E$ s.t. target($e$) is untracked do
2: Activate source($e$) for propagation to untracked targets
3: end par for
4: for $i \in [1, \ldots]$ do
5: /* Propagate changes directly resulting from mutations */
6: par for $e \in$ mutated edges s.t. target($e$) is tracked do
7: Propagate old change if $e$ is added; otherwise retract old change
8: Activate target($e$) for vertex computation
9: end par for
10: par for $e \in E$ mutated edges s.t. target($e$) is untracked do
11: Propagate old change if $e$ is removed; otherwise retract old change
12: Activate target($e$) for vertex computation
13: end par for
14: /* Propagate transitive changes from active vertices */
15: par for $e \in E$ s.t. target($e$) is tracked and (source($e$) is active or $e$ is mutated edge) do
16: Propagate difference between old change and new change
17: Activate target($e$) for vertex computation
18: end par for
19: par for $e \in E$ s.t. target($e$) is untracked and source($e$) is active do
20: Propagate old change and new change
21: Activate target($e$) for vertex computation
22: end par for
23: /* Compute vertex values and differences to push in next iter */
24: par for $v \in$ active tracked vertices do
25: Merge difference in $v$’s intermediate state
26: Compute $v$’s old value and new value
27: Activate $v$ for propagation if difference in value changes is not $\emptyset$
28: end par for
29: par for $v \in$ active untracked vertices do
30: Merge old change in $v$’s old value and new change in $v$’s new value
31: Compute $v$’s old value and new value
32: Activate $v$ for propagation if difference in value changes is not $\emptyset$
33: end par for
34: end for

where $\oplus$ is the aggregation function that combines incoming values to a vertex, $S$ is the function that transforms the source’s value to be aggregated (analogous to scatter operation in [8]), and $A$ is the vertex function that computes the vertex value using the aggregation result. For instance, in PageRank $\oplus$ is the sum operation, $S$ is the function that divides the rank value with outdegree (i.e., $pr(u) / out\_degree(u)$), and $A$ is the linear equation that computes rank value using the result of $\oplus$ and damping factor (i.e., $(1-d) + d * \sum$).

The distributive update property states that the computation of vertex value can be distributed as sub-computations over its incoming neighbors’ values, i.e.,

$$A\left( \bigoplus_{k \in \{w,x,y,z\}} (S(k)) \right) = \gamma \bigoplus_{k \in \{w,x\}} (\alpha \bigoplus_{k' \in k} (S(k')))$$

where $\gamma$ and $\alpha$ are functions derived from $A$. This property is important because it allows directly computing the difference in the target value from the difference in the source value without reconstructing $\oplus(S(\ast))$. This allows our minimal stateful iterative model to aggressively reduce the intermediate state by simply not tracking the results from $\oplus$. For instance, in our PageRank example if a source’s rank value changes from $u_1$ to $u_2$, then the change in value of the destination vertex $v$ gets directly computed as $d * (u_2 - u_1) / out\_degree(u)$. Note this does not require explicitly reconstructing the sum variable for $v$.

Applicability. The distributive update property is different from just the aggregation operation being distributive that is studied in static graph processing [39]. While most of the aggregation operations are distributive (which enables edge parallel incremental operations, as well-known in prior research), the distributive update property also requires the vertex functions to be distributive. For instance, the PageRank computation satisfies this property since its linear equation only operates on the aggregation value and constants, and hence, any change in rank value of source vertex can be directly incorporated in the destination value. On the other hand, even though algorithms like Collaborative Filtering [40] and Multi-Modality Learning [31] have sum aggregation (which is distributive), their vertex functions are not distributive since they involve operations like normalization and matrix inverse. Table 1 classifies various graph algorithms based on whether they satisfy or violate the distributive update property.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Distributive Update Property</th>
<th>Reason for Violation</th>
</tr>
</thead>
<tbody>
<tr>
<td>PageRank</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td>Co-Training Expectation Maximization</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td>Katz Centrality</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td>Path-based / Monotonic Algorithms like: Breath First Search, Shortest Paths, Connected Components, Widest Paths, Minimal Spanning Tree</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td>Collaborative Filtering</td>
<td>×</td>
<td>Matrix Inverse &amp; Multiplication</td>
</tr>
<tr>
<td>Circuit Simulation</td>
<td>×</td>
<td>Division</td>
</tr>
<tr>
<td>Label Propagation</td>
<td>×</td>
<td>Value Normalization</td>
</tr>
<tr>
<td>Multi-Modality Learning</td>
<td>×</td>
<td></td>
</tr>
</tbody>
</table>

4.2 Tracking Minimal Vertex State

While the differences can be propagated without computing the intermediate states at each iteration, these differences need to be grounded w.r.t. some basis so that they are meaningful. Hence, we track the earliest intermediate state that initiates the incremental computation when graph structure mutates. These earliest intermediate states correspond to the states of the mutation points (e.g., vertices whose edges got mutated).
With the distributive update property, the impact of mutations on tracked vertices can be computed directly using difference in values. When graph structure mutates, incremental computation is performed in iteration-by-iteration manner by purely operating on differences. Algorithm 2 shows how the differences are identified and propagated. Unlike the selective incremental processing technique, the distributive update property enables straightforward propagation of differences. The mutated edges propagate and retract the old values (lines 3-6), and their target vertices compute the differences. These differences are further propagated in subsequent iterations (line 9). If the target vertex is tracked, the differences are merged in values. When graph structure mutates, incremental computing can dynamically switch to selective incremental processing (Section 3.3) that correctly propagates value differences based on whether the target vertices are tracked or untracked. This switch happens seamlessly without performing additional computation since the selective incremental processing reconstructs the missing intermediate states on-the-fly as it progresses iteration-by-iteration.

### 5 Evaluation

We thoroughly evaluate our memory-efficient stateful iterative models and compare their performance with the dependency-driven incremental processing model from GraphBolt [17] (which delivers high performance at the cost of high memory consumption). Specifically, we answer the following questions:

1. How effective is our selective stateful iterative model in controlling the memory footprint?
2. How does the performance of our selective stateful iterative model vary as the number of vertices being tracked changes?
3. How effective is our minimal stateful iterative model in maintaining a small memory footprint while still delivering high performance?
4. How do our memory-efficient stateful iterative models perform when processing a large number of simultaneous graph mutations?

#### 5.1 Implementation Details

We implemented our memory-efficient stateful iterative models in the GraphBolt system for two main reasons: first, it allows our models to utilize the efficient implementation of the underlying framework (e.g., parallelization strategy, atomic, frontiers, etc.); and second, it enables direct performance comparison of our models with GraphBolt’s existing execution model.

We implemented the optimized graph layout for the adjacency list representation (discussed in Section 3.3) to replace the existing adjacency list data structure. The intermediate states for selected subset of vertices are tracked in their respective arrays. The state arrays get allocated vertically (per vertex) instead of horizontally (per iteration) so that arrays for untracked vertices are not allocated (hence reducing memory footprint), while at the same time the intermediate states for tracked vertices get addressed without using any hashmap.

#### 5.2 Experimental Setup

We use seven synchronous graph algorithms. PageRank (PR) [23] computes the importance of web-pages based on incoming links to those pages. Collaborative Filtering (CF) [40] is a context-based technique used in recommender systems.
to classify associated items while Co-Training Expectation Maximization (CoEM) [22] is a semi-supervised learning algorithm for named object identification. Multi-Manifold Ranking (MMR) [37] is a ranking method that uses multiple image manifolds each constructed using a different image features. Multi-Modality Learning (MML) [31] and Label Propagation (LP) [41] are learning algorithms that disperse labels from a subset of vertices to assign label to the rest of the graph. Circuit Simulation (CS) [12] simulates flow in a circuit by solving partial differential equation.

The LP, MMR and MML algorithms compute vector of features for each vertex, whereas the remaining algorithms operate on scalar vertex values except for CF which operates on two factors per vertex. Computations in PageRank and CoEM follow the distributive update property (described in Section 4.1), and hence we evaluate our minimal stateful iterative model with these two benchmarks. Computations in the remaining benchmark do not follow the distributive update due to the complex sub-operations they involve: specifically, LP, MMR and MML normalize the feature vectors in every iteration, CF computes matrix inverse, and CS uses division on its aggregation values.

Table 2 lists the six real-world input graphs used for evaluation. Similar to [17, 28], we obtained an initial fixed point when 50% of edges were loaded, and streamed in the remaining edges to model edge insertions, while randomly sampled edges from the loaded graph were used for edge deletions. To eliminate the effects of locality, we shuffled the edges while forming our edge streams. Starting with 50% of edges is not a requirement for GraphBolt and other systems (i.e., one can start with an empty graph as well), but doing so allows us to evaluate the common scenario where a graph snapshot is already present and mutations are streamed in. For CWB graph which is significantly large, initial fixed point was obtained with 7% of edges so that at least stateless execution could successfully execute. The algorithms that operate on vectors consume high memory, and as expected, the memory footprint increases as the vector size increases. Unless otherwise stated, we use 10 features for LP, MMR and MML so that the GraphBolt baseline could hold the intermediate state without running out of memory, and 2 features are used for CWB graph to ensure that stateless execution could successfully execute. Similar to [17], we run all algorithms for 10 iterations. Unless otherwise stated, we apply 10K edge mutations to evaluate how quickly our models compute the final result; we also vary the mutation batch size from a single mutation to up 10 million edge mutations.

All experiments were performed on Oracle Cloud VM.Standard2.24 shape containing Intel(R) Xeon(R) 8167M processor with 24 physical cores (48 threads) and 320GB main memory running 64-bit Ubuntu 18.04.

Throughout the evaluation, we use the following notations for different executions:

- **Selective-$k\%$:** this is our selective stateful iterative model that tracks $k\%$ of total vertices.
- **Minimal:** this is our minimal stateful iterative model.
- **GraphBolt:** this is GraphBolt’s execution [16, 17], which tracks the intermediate state for all vertices.
- **Stateless:** this baseline does not track any intermediate state, and recomputes values from scratch upon graph mutation (same as GB-Reset in [17]).

### 5.3 Selective Stateful Model Performance

Figure 7 shows the memory footprint and execution time for our selective stateful iterative model when tracking the intermediate state for 20%, 40%, 60% and 80% of the vertices. The figure also compares the performance with GraphBolt and stateless executions. Figure 8 summarizes similar results for CWB graph. As we can see, our selective stateful iterative model is effective in controlling the memory footprint by tracking only the selected subset of vertices. For instance, it consumes 35-70% less memory than GraphBolt when tracking only 20% of vertices, while at the same time delivering 15-83% of the performance gains provided by GraphBolt over the stateless execution. In fact, GraphBolt runs out of memory for certain cases while the selective executions end up successfully executing and delivering high performance.

By tracking more intermediate states the memory footprint increases and the execution time decreases mainly because the intermediate state helps in incremental refinement; this is visible as decreasing number of edge operations in Figure 9 for FT graph as the number of tracked vertices increases from 20% to 80%. Since stateless execution does not track any intermediate state, its memory footprint is the lowest while the execution time is highest; on the other extreme, since GraphBolt tracks intermediate state for all vertices, its memory footprint is the highest while its execution time is the lowest. Our selective stateful iterative model trades off memory footprint for more computation, and hence delivers performance between the two extremes.

We observe that the increase in memory footprint from stateless to selective-20% is higher compared to the increase between consecutive selective variants (e.g., between selective-20% and selective-40%). This is because the selective incremental processing computes both the new value (after mutation) and the old value (prior to mutation) so that differences can be propagated from untracked values; holding
Figure 7: Performance of our selective stateful iterative model compared to the stateless iterative model and the stateful iterative model from GraphBolt. The memory footprints (in GB) are shown as bars (left y-axis) and the execution times (in seconds) are shown as points (right y-axis). Red bar indicates the execution ran out of memory.

Figure 8: Performance of our selective stateful iterative model on CWB graph compared to the stateless iterative model and the stateful iterative model from GraphBolt. The memory footprints (in GB) are shown as bars (left y-axis) and the execution times (in seconds) are shown as points (right y-axis). Red bar indicates the execution ran out of memory.

Figure 9: Number of edges operations executed by our selective stateless iterative model, compared to the stateless iterative model and the stateful iterative model from GraphBolt.
these values in memory adds to the memory footprint, which is an overhead that stateless executions do not incur.

For a given graph, the memory footprint depends on the size of intermediate state in the benchmark. Hence, for each graph the memory footprints are lower for PageRank and CoEM since they operate on scalar values, while the footprints are higher for LP, MMR and MML due to their use of feature vectors. This is also the reason why GraphBolt runs out of memory for only LP, MMR and MML on UN graph; whereas on CWB graph only certain executions of selective variants run successfully.

The execution time, on the other hand, is dependent on how the values propagate across iterations which is dependent on the graph algorithm and the structure of input graph. Therefore, the performance benefit with saving selective intermediate state is different for different cases. For instance, selective-20% is 5× faster compared to stateless for MMR on UK, whereas it is only 1.63× faster for MMR on TT. On the other hand, selective-20% is 2.4× faster compared to stateless for CF on FT, but only 1.2× faster for CF on UN.

For most of the cases, we observe that tracking intermediate state for only 20% of vertices achieves 15-83% of performance gains that are achieved by GraphBolt. For instance selective-20% on MMR achieves 1.6-5× compared to stateless executions across different graphs, whereas GraphBolt achieves 2.6-24.4× compared to stateless execution. This is mainly because our model tracks the high-degree vertices that demand more computation if their states are not available, and hence incremental processing for those high-degree vertices ends up achieving high performance benefits. This is a benefit especially for skewed graphs since the memory consumption for selective-20% is much less compared to GraphBolt, while at the same time the performance gains are high. As expected, the performance gains from incremental processing reduce as the number of tracked vertices increases.

Finally, for cases like CF we observe that the difference in execution times between selective-80% and GraphBolt is higher compared to the difference between consecutive selective variants (e.g., between selective-60% and selective-80%). This is again because the selective incremental processing computes both the old values and the new values whereas GraphBolt directly computes the value changes. The effects of these additional computations become more visible for CF since it has relatively expensive vertex computations (involving a matrix inverse operation).

Scaling with Mutation Batch Sizes. Figure 10 shows the performance of our selective stateful iterative model with 20% and 40% tracked vertices as the mutation batch size increases from a single mutation to up 10 million edge mutations. The memory footprints of the stateful iterative models remain same as in Figure 7 since they are mainly dependent on the number of tracked vertices. However, we observe that the amount of computation performed increases as more mutations get simultaneously applied. Hence, the execution time for both, selective stateful model as well as GraphBolt increases as mutation batch size increases. Since the stateless execution simply recomputes from scratch, its execution time increases very slowly across different mutation batch sizes.

5.4 Minimal Stateful Model Performance

Figure 11 shows the memory footprint and execution times for our minimal stateful iterative model along with GraphBolt and stateless executions on PageRank and CoEM. Since the minimal stateful iterative model only tracks the earliest intermediate states that form the basis for differences, its memory footprint is 1.4-2.4× smaller compared to GraphBolt and only 1.1-1.3× higher than stateless execution. Moreover, the incremental computation in the minimal stateful iterative model purely operates on value differences, and hence, delivers high performance. Our minimal stateful iterative model is 1.1-8.2× faster than stateless executions, which results in 65-90% of the benefits delivered by GraphBolt.

Scaling with Mutation Batch Sizes. Figure 10 shows the performance of the minimal stateful iterative model for CoEM as the mutation batch size increases from a single mutation to up 10 million edge mutations. Similar to selective model, the execution time for the minimal stateful iterative model increases as the number of simultaneous mutations increases; nevertheless, it is 3.5-17.4× faster than the stateless execution. Unlike the selective model, the memory footprint of our minimal stateful iterative model is sensitive to the number of updates. As the mutation batch size increased from 1 to 10M, the memory footprint of our minimal stateful iterative model increased from 0.5GB (1.06× higher than stateless, and 2.9× lower than GraphBolt) to 2GB (1.3× higher than stateless, and 2.4× lower than GraphBolt).

6 Related Work

Several dynamic graph processing systems have been developed in literature. We first discuss the systems with stateful iterative models, and then summarize the works that use stateless models.

Kickstarter [35], GraphBolt [17] and DZiG [16] develop efficient streaming graph processing solutions using stateful iterative models for incremental computation. Upon graph
mutation, these systems use the intermediate state to quickly adjust the computed values and deliver final results corresponding to the latest graph version. KickStarter [35] focuses on graph algorithms like BFS and SSSP that use monotonic functions. Its runtime exploits the monotonic relationship between vertex values to capture dependencies between the latest computed values, resulting in only one intermediate state per vertex. Hence, its memory footprint does not drastically increase compared to stateless execution of those algorithms as the input graph consumes the most amount of memory. GraphBolt [17] and DZiG [16] focus on the broader class of graph algorithms that run in BSP manner. They capture the dependency information across intermediate vertex values as computation progresses, and not just across the latest values. DZiG [16] develops a DelZero-Aware incremental refinement strategy to efficiently handle computation sparsity during incremental processing. The intermediate state in both, GraphBolt and DZiG, requires much larger amount of memory compared to KickStarter, which drastically increases their memory footprint. Our memory-efficient stateful iterative models limit the memory footprint by reducing the amount of intermediate state that gets captured for efficient incremental computation.

GraphInc [4] saves all messages across edges along with computed states in order to replay the computation with incremental changes. This ends up demanding much larger memory capacity (intermediate state in the order of edges for each iteration) compared to recent works like GraphBolt. Differential Dataflow [18] is a general-purpose system that enables incremental computation by tracking states at operator level, i.e., for graph computations it also maintains intermediate state in the order of edges per iteration, which results in a much larger memory footprint than KickStarter and GraphBolt. Since our memory-efficient stateful iterative models prune out intermediate state at vertex-level, they can be easily applied to these systems by selectively tracking intermediate edge-level or operator-level states for only a subset of vertices.

Systems like [5, 6, 7, 13, 15, 27, 28, 30] use stateless iterative models which limits their efficiency in delivering accurate results upon graph mutation. Tornado [28], Kinograph [5] and GraphIn [27] perform incremental computation by triggering the user functions based on graph updates and allowing the changes to propagate throughout the graph. Hence, they cannot guarantee accurate results for BSP algorithms. GraphIn identifies the vertices that could be potentially impacted by graph updates using tag propagation, and restarts computation from scratch for those identified vertices. [30] uses GIM-V (generalized iterative matrix vector multiplication) to perform incremental computation. LLAMA [15], STINGER [7], Aspen [6], GraphOne [13] and LiveGraph [43] focus on designing efficient dynamic graph data structures and storage systems, and their processing models do not support incremental computation. However, incremental computation is crucial in delivering high end-to-end performance, as shown by detailed performance comparison of these systems in [16].

Solutions like [10, 11, 19, 34] operate on evolving graphs that contain a group of temporally-related graph snapshots capturing the evolution of the graph structure over time. These systems do not capture intermediate states and perform incremental computation by directly reusing the results computed for previous graph snapshots, making them suitable for self-fixing graph algorithms but not for general BSP algorithms.

Finally, static graph processing systems [8, 9, 14, 20, 21, 24, 25, 26, 29, 33, 36, 38, 42] focus on processing a given static graph input and do not natively handle dynamic graphs with incremental processing.

7 Conclusion

We presented two memory-efficient stateful iterative models for incremental processing of streaming graphs. The Selective Stateful Iterative Model controls the memory footprint by selecting a small portion of the intermediate state to be maintained throughout execution. The Minimal Stateful Iterative Model further reduces the memory footprint by exploiting the distributive update property in graph algorithms. Our results showed that our models are effective in limiting the memory footprint while still retaining most of the performance benefits of traditional stateful iterative models, hence being able to scale on larger graphs that could not be handled by the traditional models.
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