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Abstract
Remote Procedure Calls are widely used to connect data-

center applications with strict tail-latency service level objec-
tives in the scale of µs. Existing solutions utilize streaming
or datagram-based transport protocols for RPCs that impose
overheads and limit the design flexibility. Our work exposes
the RPC abstraction to the endpoints and the network, mak-
ing RPCs first-class datacenter citizens and allowing for in-
network RPC scheduling.

We propose R2P2, a UDP-based transport protocol specif-
ically designed for RPCs inside a datacenter. R2P2 exposes
pairs of requests and responses and allows efficient and scal-
able RPC routing by separating the RPC target selection from
request and reply streaming. Leveraging R2P2, we imple-
ment a novel join-bounded-shortest-queue (JBSQ) RPC load
balancing policy, which lowers tail latency by centralizing
pending RPCs in the router and ensures that requests are only
routed to servers with a bounded number of outstanding re-
quests. The R2P2 router logic can be implemented either in a
software middlebox or within a P4 switch ASIC pipeline.

Our evaluation, using a range of microbenchmarks, shows
that the protocol is suitable for µs-scale RPCs and that its
tail latency outperforms both random selection and classic
HTTP reverse proxies. The P4-based implementation of R2P2
on a Tofino ASIC adds less than 1µs of latency whereas the
software middlebox implementation adds 5µs latency and
requires only two CPU cores to route RPCs at 10 Gbps line-
rate. R2P2 improves the tail latency of web index searching
on a cluster of 16 workers operating at 50% of capacity by
5.7× over NGINX. R2P2 improves the throughput of the
Redis key-value store on a 4-node cluster with master/slave
replication for a tail-latency service-level objective of 200µs
by more than 4.8× vs. vanilla Redis.

1 Introduction

Web-scale online data-intensive applications such as search,
e-commerce, and social applications rely on the scale-out ar-
chitectures of modern, warehouse-scale datacenters to meet

service-level objectives (SLO) [7, 17]. In such deployments,
a single application can comprise hundreds of software com-
ponents, deployed on thousands of servers organized in mul-
tiple tiers and connected by commodity Ethernet switches.
The typical pattern for web-scale applications distributes the
critical data (e.g., the social graph) in the memory of hun-
dreds of data services, such as memory-resident transactional
databases [26, 85, 87–89], NoSQL databases [62, 78], key-
value stores [22,54,59,67,93], or specialized graph stores [14].
Consequently, online data-intensive (OLDI) applications are
deployed as 2-tier applications with root servers handling
end-user queries and leaf servers holding replicated, sharded
data [8, 58]. This leads to a high fan-in, high fan-out connec-
tion graph between the tiers of an application that internally
communicates using RPCs [11]. Each client must (a) fan-out
an RPC to the different shards and (b) within each shard,
choose a server from among the replica set. Moreover, each
individual task can require from only few microseconds (µs)
of user-level execution time for simple key-value requests [54]
to a handful of milliseconds for search applications [35].

To communicate between the tiers, applications most com-
monly layer RPCs on top of TCP, either through RPC frame-
works (e.g., gRPC [31] and Thrift [86]) or through application-
specific protocols (e.g., Memcached [59]). This leads to a mis-
match between TCP, which is a byte-oriented, streaming trans-
port protocol, and message-oriented RPCs. This mismatch
introduces several challenges, one of which is RPC load dis-
tribution. In one approach, root nodes randomly select leaves
via direct connections or L4-load balancing. This approach
leads to high fan-in, high fan-out communication patterns,
load-imbalance and head-of-line blocking. The second ap-
proach uses a L7 load balancer or reverse proxy [1, 16, 25]
to select among replicas on a per request basis, e.g., using a
Round-Robin or Join-Shortest-Queue (JSQ) algorithm. While
such load balancing policies improve upon random selection,
they do not eliminate head-of-line blocking. Furthermore, the
load balancer can become a scalability bottleneck.

This work proposes a new communication abstraction for
datacenter applications that exposes RPCs as first-class citi-
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zens of the datacenter not only at the client and server end-
points, but also in the network. Endpoints have direct control
over RPC semantics, do not suffer from head-of-line blocking
because of connection multiplexing, and can limit buffering at
the endpoints. The design also enables RPC-level processing
capabilities for in-network software or hardware middleboxes,
including scheduling, load-balancing, straggler-mitigation,
consensus and in-network aggregation.

As a first use case, we show how to use our network
protocol to implement efficient, scalable, tail-tolerant, high-
throughput routing of RPCs. Our design includes an RPC
router that can be implemented efficiently either in software
or within a programmable switch ASIC such as P4 [12]. In
addition to classic load balancing policies, we support Join-
Bounded-Shortest-Queue (JBSQ(n)), a new RPC scheduling
policy that splits queues between the router and the servers,
allowing only a bounded number of outstanding requests per
server, which significantly improves tail-latency.

We make the following contributions :

• The design of Request-Response Pair Protocol (R2P2), a
transport protocol designed for datacenter µs-RPCs that
exposes the RPC abstraction to the network and the end-
points, breaks the point-to-point RPC communication as-
sumptions, and separates request selection from message
streaming, nearly eliminating head-of-line blocking.

• The implementation of the R2P2 router on a software
middlebox that adds only 5µs to end-to-end unloaded
latency and is capable of load balancing incoming RPCs
at line rate using only 2 cores.

• The implementation of the R2P2 router within a P4-
programmable Tofino dataplane ASIC, which eliminates
the I/O bottlenecks of a software middlebox and reduces
latency overhead to 1µs.

• The implementation of JBSQ(n), a split-queue schedul-
ing policy that utilizes a single in-network queue and
bounded server queues and improves tail-latency even
for µs-scale tasks.

Our evaluation with microbenchmarks shows that our R2P2
deployment with a JBSQ(3) router achieves close to the the-
oretical optimal throughput for 10µs tasks across different
service time distributions for a tail-latency SLO of 150µs
and 64 independent workers. Running Lucene++ [56], an
open-source websearch library over R2P2, shows that R2P2
outperforms conventional load balancers even for coarser-
grain, millisecond-scale tasks. Specifically, R2P2 lowers the
99th percentile latency by 5.7× at 50% system load over NG-
INX with 16 workers. Finally, running Redis [78], a popular
key-value store with built-in master-slave replication, over
R2P2 demonstrates an increase of 4.8×– 5.6× in throughput
vs. vanilla Redis (over TCP) at a 200µs tail-latency SLO for

different read:write ratios. The Redis improvements are
due to the cumulative benefits of a leaner protocol, kernel
bypass, and scheduling improvements.

The paper is organized as follows: §2 provides the
necessary background. §3 describes the R2P2 protocol
and §4 its implementation. §5 is the experimental eval-
uation of R2P2. We discuss related work in §6 and
conclude in §7. The R2P2 source code is available at
https://github.com/epfl-dcsl/r2p2.

2 Background

2.1 Datacenter RPCs
TCP has emerged as the main transport protocol for latency-
sensitive, intra-datacenter RPCs running on commodity hard-
ware, as its reliable stream semantics provide a convenient
abstraction to build upon. Such use is quite a deviation from
the original design of a wide-area, connection-oriented proto-
col for both interactive (e.g., telnet) and file transfer appli-
cations. TCP’s generality comes with a certain cost as RPC
workloads usually consist of short flows in each direction. In
many cases, the requests and replies are small and can fit in a
single packet [5,63]. Although RDMA is an alternative, it has
specific hardware requirements and can be cumbersome to
program, leading to application-specific solutions [22, 42, 43].

Overall, the requirements of RPCs differ from the assump-
tions made by TCP in terms of failure semantics, connection
multiplexing, API scalability, and end-point buffering:

RPC semantics: Some datacenter applications choose weak
consistency models [18] to lower tail latency. These applica-
tions typically decompose the problem into a series of inde-
pendent, often idempotent, RPCs with no specific ordering
guarantees. Requests and responses always come in pairs that
are semantically independent from other pairs. Thus, the reli-
able, in-order stream provided by TCP far stronger than the
applications needs and comes with additional network and
system overheads.

Connection multiplexing: To amortize the setup cost of TCP
flows, RPCs are typically layered on top of persistent con-
nections, and most higher-level protocols support multiple
outstanding RPCs on a flow, e.g., HTTP/2, memcache, etc.
Multiplexing different RPCs on the same flow implies order-
ing the requests that share a socket, even though the individ-
ual RPCs are semantically independent. This ordering limits
scheduling choices and can lead to Head-of-Line-Blocking
(HOL). HOL appears when fast requests are stuck behind a
slower request and when a single packet drop affects multiple
pending requests.

Connection scalability: The high fan-in, high fan-out pat-
terns of datacenter applications lead to large number of con-
nections and push commodity operating systems beyond their
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Figure 1: Simulation results for the 99th percentile latency across 3 service time distributions with S = 1

efficiency point. Recent work has addressed the issue either
by deviating from the POSIX socket interface while main-
taining TCP as the transport [9] or by developing custom
protocols, e.g., to deploy memcached on a combination of
connection-less UDP for RPC get and router proxy for RPC
set [67].

Endpoint bufferbloat: Prior work has addressed network-
specific issues of congestion management and reliability
within the network [2, 3]. Unfortunately, the use of TCP via
the POSIX socket API leads to buffering in both endpoints
over which applications have little control or visibility [45].
Applications willing to trade-off harvest vs. yield [29] would
ideally never issue RPCs with no chance of returning by the
deadline due to buffering in the network stack.

2.2 Load balancing
The problem of spreading out load extends to load balanc-
ing across servers within a distributed, scale-out environment.
Load balancers encapsulate a set of servers behind a single
virtual IP address and improve the availability and capacity of
applications. Load balancing decisions, however, can severely
affect throughput and tail-latency; thus, a significant amount
of infrastructure is dedicated to load balancing [23, 60]. Load
balancers can be implemented either in software [23, 64, 69]
or in hardware [1, 16, 25, 60] and fall into two broad cate-
gories: (1) Layer-4 (“network”) load balancers that use the
5-tuple information of the TCP or UDP flow to select a des-
tination server. The assignment is static and independent of
the load; (2) Layer-7 (“application”) load balancers come in
the form of HTTP reverse proxies as well as protocol-specific
routers implemented in software middleboxes [67] or SDN
switches [13, 15]. These load balancers terminate the client
TCP connections, use dynamic policies to select a target, and
reissue the request to the server on a different connection.

Layer-7 load balancers support many policies to decide the
eventual RPC target, including random, power-of-two [61],
round-robin, Join-Shortest-Queue (JSQ), and Join-Idle-Queue
(JIQ) [55]. Layer-7 load balancers are ubiquitous at the web
tier and can theoretically mitigate tail-latency better, due to

their dynamic policies. However, they are less commonly de-
ployed within tiers of applications to support µs-scale RPCs.
The reasons for this are (i) the increased latency due to the ex-
tra hop (ii) the scalability issues introduced when all requests
and responses flow through a proxy.

2.3 As a queuing theory problem

In this section, we approach the problem of RPC load bal-
ancing from a theoretical point of view by abstracting away
system aspects using basic queuing theory. We show the ben-
efits of request-level load balancing over random-selection
among distributed queues (which is equivalent to L4 load bal-
ancing) in improving tail-latency, and we evaluate different
request-level load balancing policies.

Fortunately, the theoretical answers are clear: single-queue,
multi-worker models (i.e., M/G/k according to Kendall’s no-
tation) perform better than distributed multi-queue models
(i.e., k×M/G/1, with one queue per worker) because they are
work-conserving and guarantee that requests are processed in
order [49, 90].

Between those two extremes, there are other models that
improve upon random selection and are practically imple-
mentable through L7 load balancing. Power-of-two [61]
(PL(2)), or similar schemes, are still in the realm of random-
ized load balancing, but perform better than a blind random
selection. JSQ performs close to a single queue model for
low-variability service times [55].

We define Join-Bounded-Shortest-Queue JBSQ(n) as a
policy that splits queues between a centralized component
with an unbounded queue and distributed bounded queues
of maximum depth n for each worker (including the task
currently processed). The single-queue model is equivalent to
JBSQ(1) whereas JSQ is equivalent to JBSQ(∞).

Figure 1 quantifies the tail-latency benefit, at the 99th per-
centile, for these queuing models observed in a discrete event
simulation. We evaluate a configuration with a Poisson arrival
process, k = 16 workers, and three well-known distributions
with the same service time S̄ = 1. These distributions are:
deterministic, exponential and bimodal-1 (where 90% of re-
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quests execute in .5 and 10% in 5.5 units) [55].
From the simulation results, we conclude that: (1) there is

a dramatic gap in performance between the random, multi-
queue model and the single-queue approach, which is optimal
among FCFS queuing systems. (There is no universally op-
timal scheduling strategy for tail-latency [90].) (2) PL(2)
improves upon random selection, but these benefits diminish
as service time variability increases. JSQ performs close to the
optimal for low service time variability. (3) JBSQ(2), while it
deviates from the single queue model, outperforms JSQ under
high load as the service time variability increases.

These results are purely theoretical and in particular as-
sume perfect global knowledge by the scheduler or load bal-
ancer. This global view would be the result of communication
between the workers and the load balancer in a real deploy-
ment. Any practical system must consider I/O bottlenecks
and additional scheduling delays because of this communica-
tion. In this paper, we make the claim that JBSQ(n) can be
implemented in a practical system and can deliver maximal
throughput with small values of n even for µs-scale tasks, thus
minimizing tail latency and head-of-line blocking.

3 R2P2: A transport protocol for RPCs

We propose R2P2 (Request-Response Pair Protocol), a UDP-
based transport protocol specifically targeting latency-critical
RPCs within a distributed infrastructure, i.e., a datacenter.
R2P2 exposes the RPC abstraction to the network, thus al-
lowing for efficient in-network request-level load balancing.

R2P2 is a connectionless transport protocol capable of sup-
porting higher-level protocols such as HTTP without protocol-
level modifications. Unlike traditional multiplexing of the
RPC onto a reliable byte-oriented connection, R2P2 is an
inherently request/reply-oriented protocol that maintains no
state across requests. The R2P2 request-response pair is ini-
tiated by the client and is uniquely identified by a triplet of
< src_IP,src_port,req_id >. This design choice decouples
the request destination (set by the client) from the actual
server that will reply, thus breaking the point-to-point RPC
communication semantics and enabling the implementation
of any request-level load balancing policy.

Figure 2 describes the interactions and the packets ex-
changed in sending and receiving an RPC within a distributed
infrastructure that uses a request router to load balance re-
quests across the servers. We illustrate the general case of a
multi-packet request and a multi-packet response.

1. A REQ0 message opens the RPC interaction, uniquely
defined by the combination of source IP, UDP port, and
an RPC sequence number. The datagram may contain
the beginning of the RPC request itself.

2. The router identifies a suitable target server and directs
the message to it. If there is no available server, requests
can temporarily queue up in the router.

Clients Router Server

N

REQRDY

REQ0

REQ0

REQN

REPLY
R2P2-FEEDBACK

1 2

3

4

5
6

Figure 2: The R2P2 protocol for a request-reply exchange.
Each message is carried within a UDP packet. Single arrows
represent a single packet whereas double arrows represent a
stream of datagrams.

3. If the RPC request exceeds the size of data in the REQ0
payload, then the server uses a REQready message to
inform the client that it has been selected and that it will
process the request.

4. Following (3), the client directly sends the remainder of
the request as REQn messages.

5. The server replies directly to the client with a stream of
REPLY messages.

6. The servers send R2P2-FEEDBACK messages to the router
to signal idleness, availability, or health, depending on
the load balancing policies.

We note a few obvious consequences and benefits of the
design: (i) Given that an RPC is identified by the triplet, re-
sponses can arrive from a different machine than the original
destination. Responses are sent directly to the client, bypass-
ing the router; (ii) there is no head-of-line blocking resulting
from multiplexing RPCs on a socket, since there are no sock-
ets and each request-response pair is treated independently;
(iii) there are no ordering guarantees across RPCs; (iv) the
protocol is suited for both short and long RPCs. By avoiding
the router for REQn message and replies, the router capacity
is only limited by its hardware packet processing rate, not by
the overall amount of size of the messages.

Unlike protocols that blindly provide reliable message de-
livery, R2P2 exposes failures and delays to the application.
R2P2 follows the end-to-end argument in systems design [80].
A client application initiates a request-response pair and deter-
mines the failure policy of each RPC according to its specific
needs and SLOs. By propagating failures to the application,
the developer is free to choose between at-least-once and at-
most-once semantics by re-issuing the same request that failed.
Unlike TCP, failures affect only the RPC in question, not
other requests. This is useful in cases with fan-out replicated
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Figure 3: R2P2 Header Format

requests, where R2P2 can provide system support for the
implementation of tail-mitigation techniques, such as hedged
requests [17].

While novel in the context of µs-scale, in-memory comput-
ing, the connection “pair” is similar in spirit to the “exchange”
that is the core of the SCSI/Fibre Channel protocol (FCP [27]).
For example, a single-packet-request-multi-packet-response
RPC over R2P2 would be similar to SCSI read within a
single fibre channel exchange. Equivalently, an R2P2 multi-
packet-request-single-packet-response would be similar to a
SCSI write.

3.1 Transport considerations
Figure 3 describes a proposed R2P2 header, while Table 1
includes the different R2P2 messages. All R2P2 messages
are UDP datagrams. R2P2 supports a 16-bit request id whose
scope is local to the (src_ip, src_port) pair. As such,
each client ((src_ip, src_port) pair) can have up to
65536 outstanding RPCs, well beyond any practical limi-
tations. The R2P2 header also includes a 16-bit packet id
meaning that each R2P2 message can consist of up to 65536
MTU-sized packets. The above two fields can be extended, if
necessary, without changing the protocol semantics. Currently
R2P2 uses two flags (F, L) to denote the first and last packet
of a request.

Finally, the R2P2 header contains a Policy field, which
allows client applications to directly specify certain policies
to the router, or any other intermediate middlebox, for this
specific RPC. Currently, the only implemented policies are
unrestricted, which allows the router to direct REQ0 packet
to any worker in the set, and sticky, which forces the router
to direct the message to the master worker among the set. This
mechanism is central to our implementation of a tail-tolerant
Redis, based on a master/slave architecture. It is used to direct
writes to the master, but balances reads according to the load
balancing policy. Additional policies, e.g., session-stickiness,
or policies implementing different consistency models, can
be implemented in R2P2 middleboxes and will be identified
by this header field, thus showcasing the benefits of R2P2’s
in-network RPC awareness.

Deployment assumptions: We assume that R2P2 is de-
ployed within a datacenter, i.e., the clients, router and servers
are connected by a high-bandwidth, low-latency Ethernet fab-
ric. We make no assumptions about the core network that

Message Description
REQUEST A message carrying an RPC request
REPLY A message carrying an RPC reply
REQRDY Sent by the server to the client to

ack the REQ0 of a multi-packet re-
quest

R2P2-FEEDBACK Sent by the server to the router
DROP Sent by the router or the server to a

client to explicitly drop a request
SACK Sent by the client or the server to

ask for missing packets in a request
or reply

Table 1: The R2P2 message types

can depend either on ECMP flow hashing or packet spray-
ing [30, 32, 63]. R2P2 tolerates packet reordering within the
same message and reconstructs the message at the end-point.
By design, though, there is no ordering guarantee across RPCs,
even if they are sent by the same client.

Timer management: Given that the assumed deployment
model allows for packet reordering, packet loss detection
depends on timers. There is one retransmission timeout RTO
timer used for multi-packet requests or responses. It is in the
order of milliseconds and triggers the transmission of a SACK
message request for the missing packets. Servers garbage
collect RPCs with failed multi-packet requests or multi-packet
replies after a few RTOs. On the client side there is a timer
set by the client application when sending the request. This
timer is disarmed when the whole reply is received, and can
be as aggressive as the application SLO. Based on this timer
applications can implement tail-mitigation techniques [17] or
early drop requests based on their importance.

Congestion management: R2P2 focuses on reducing queu-
ing on the server side; we do not make any explicit contribu-
tion in congestion control. Instead, R2P2 can utilize existing
solutions for congestion control, including (1) Homa [63],
whose message semantics easily map to R2P2’s request-
response semantics and (2) ECN-based schemes such as
DCTCP [2] and DCQCN [94]. Congestion control will be
necessary only for multi-packet requests and replies (REQN
and REPLY), and is independent of the interactions described
in Fig 2.

Flow Control: R2P2 implements two levels of flow control,
one between the client and the middlebox and one between
the middlebox and the servers. R2P2 middleboxes can drop
individual requests, either randomly or based on certain prior-
ity policies, if they become congested, without affecting other
requests, thus implementing the first level of flow control.
Based on the functionality and the policy, the middlebox is
in charge of implementing the second level of flow control
to the servers. In the JBSQ case, JBSQ limits the number of
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outstanding requests on each server, thus servers can not be
overwhelmed.

3.2 API
R2P2 exposes a non-POSIX API specifically designed for
RPC workloads. Making RPCs first class citizens and expos-
ing the request-response abstraction through the networking
stack significantly simplifies writing client-server applica-
tions. Application code that traditionally implements the RPC
logic on top of a byte stream abstraction is now part of the
R2P2 layer of the networking stack.

Table 2 summarizes the corresponding application calls
and callbacks for the client and server application. The
API has an asynchronous design that allows applications to
easily send and receive independent RPCs. When calling
r2p2_send_req the client application sets the timer timeout
and callback functions independently for each RPC request.
The client and server applications are notified only when the
entire response or request messages have arrived through the
req_success and req_recv callbacks, equivalently.

3.3 JBSQ router design considerations
R2P2 exposes the request-response abstraction to the network
as a first-class citizen. It is expected that a software or hard-
ware middlebox will manipulate client requests to implement
a certain policy, e.g., scheduling, load balancing, admission
control, or even application logic, e.g., routing requests to
the right server in a distributed hash table. In this section, we
discuss the design choices regarding an R2P2 request router
implementing the JBSQ scheduling policy. Similar ideas can
be applied to other middleboxes with alternative functionality.

The choice of JBSQ: As seen in § 2.3 JSQ and JBSQ per-
form closer to the optimal single queue model. JBSQ though
offers several practical benefits over JSQ. It implements router-
servers flow control and can be implemented within a Tofino

Application Calls
Type Description

r2p2_poll Poll for incoming req/resp
r2p2_send_req Send a request
r2p2_send_response Send a response
r2p2_message_done Deallocate a request or response

Callbacks
Type Description

req_recv Received a new request
req_success Request was successful
req_timeout Timer expired
req_error Error condition

Table 2: The r2p2-lib API

ASIC. JSQ requires finding the minimum among a number of
values, which is hard to implement in a hardware dataplane.
Also, JBSQ achieves better latency under high load and ser-
vice time dispersion. That is because JSQ uses the queue size
as a proxy for queuing time, which can be misleading in the
presence of service-time dispersion.

R2P2-FEEDBACK messages: To implement the JBSQ(n)
policy we leverage the R2P2-FEEDBACK messages provided
by the R2P2 specification. These messages, sent by the
servers back to the router after completing the service of
a request, specify: (i) The maximum number of outstanding
RPCs the server is willing to serve (the “n” in JBSQ(n)). By
sending the current “n” in every R2P2-FEEDBACK message,
servers can dynamically change the number of outstanding
requests based on the application SLOs. (ii) The number of
requests this server has served including the last request. The
router uses this information to track the current number of
outstanding requests in the server’s bounded queue. This field
makes the message itself idempotent and the protocol robust
to R2P2-FEEDBACK drops.

We note that this approach puts each server in charge
of controlling its own lifecycle by sending unsolicited
R2P2-FEEDBACK messages, e.g., to join a load balancing
group, leave it, adjust its bounded queue size based on its
idle time, or to periodically signal its idleness.

Direct client request - direct server return: R2P2 imple-
ments direct server return (DSR) [34, 65] since the replies do
not go through the router. This is a widely-used technique
in L4 load balancers with static policies [65]. R2P2 uses
DSR while implementing request-level load balancing. In
addition, R2P2 implements direct client request, where the
router handles only the first packet of a multi-packet request,
while the rest is streamed directly to the corresponding server,
thus avoiding router IO bottlenecks.

Deployment: A software R2P2 router is deployed as a mid-
dlebox and traffic is directed to its IP address. The hardware
R2P2 router is also deployed as an IP-addressed middle-
box. The same hardware can also be a Top-of-Rack switch
serving traffic to servers within the rack, following a “rack-
scale” deployment pattern. In such a pattern, the router has
full visibility on the RPC traffic to the rack and all packets go
through the ToR switch. This could enable simplifications to
the packet exchange, e.g., using R2P2-FEEDBACK messages
only for changing the depth of the bounded queues; the ToR
can estimate their current size by tracking the traffic.

Router high availability: The router itself is nearly state-
less and a highly-available implementation of the router is
relatively trivial. Upon a router failure, only soft state re-
garding the routing policy is lost, including the current size
of the per-worker bounded queue and the queue of pending
RPCs. Clients simply failover to the backup router using a
virtual IP address and reissue RPCs upon timeout, using the
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exact same mechanism used to handle a REQ0 packet loss.
Servers reconstruct the relationship with the router with their
R2P2-FEEDBACK message to the new router.

Server membership: Servers behind the R2P2 router can
fail and new servers can join the load balancing group.
R2P2-FEEDBACK messages implicitly confirm to the router
that a server is alive. In case of a failure, the lack of
R2P2-FEEDBACK messages will prevent the router from send-
ing requests to the failed server, and the bounded nature
of JBSQ(n) limits the number of affected RPCs. Similarly,
newly-added servers can send R2P2-FEEDBACK messages to
the router informing about their availability to serve requests.

The choice of JBSQ(n): The choice of n in JBSQ is crucial.
A small n will behave closer to a single-queue model, but
will restrict throughput. The rationale behind the choice of
n is similar to the Bandwidth Delay Product. On each queue
there should be enough outstanding requests so that the server
does not stay idle during the server-router communication.
For example, for a communication delay of around 15 µs and
a fixed service time of 10 µs, n=3 is enough to achieve full
throughput. Shorter service times will require higher n values.
High service time dispersion and batching on the server will
also require higher values than what predicted by the heuristic.
Servers can even dynamically adjust the value of n based on
their processing rate and minimal idle time between requests.

4 Implementation

We implement (1) r2p2-lib as userspace Linux library on
top of either UDP sockets or DPDK [21] (§4.1); (2) the soft-
ware R2P2 router on top of DPDK (§4.2) and (3) the hardware
solution in the P414 programming language [72] to run within
a Barefoot Tofino ASIC [6] (§4.3).

4.1 r2p2-lib

The library links into both client and server application code.
It exposes the previously described API and abstracts the
differences between the Linux socket and the DPDK-based
implementations. The current implementation is non-blocking
and rpc_poll is typically called in a spin loop. To do so, we
depend on epoll for Linux, while for DPDK we implemented
a thin ARP, IP, and UDP layer on top of DPDK’s polling mode
driver, and exposed that to r2p2-lib. Our C implementation
of r2p2-lib consists of 1300 SLOC.

R2P2 does not impose any threading model. Given the
callback-based design, threads in charge of sending or receiv-
ing RPCs operate in a polling loop mode. The library sup-
ports symmetric models, where threads are in charge of both
network and application processing, by having each thread
manage and expose a distinct worker queue through a specific
UDP destination port. The DPDK implementation further
manages a distinct Tx and Rx queue per thread, and uses

Flow Director [36] to steer traffic based on the UDP des-
tination port. In an asymmetric model, a single dispatcher
thread links with r2p2-lib, and the other worker threads are
in charge of application processing only. This model exposes
one worker queue via one UDP destination port.

4.2 Router - software implementation
We implemented a Random, a Round-Robin, a JSQ and a
JBSQ(n) policy on the software router. The main implemen-
tation requirements for the router are (1) it should add the
minimum possible latency overhead, and (2) it should be
able to process short REQ0 and R2P2-FEEDBACK messages at
line rate. While the router processes only those two types
of packets, the order in which it processes them matters.
Specifically for JBSQ, the ideal design separates REQ0 from
R2P2-FEEDBACK messages into two distinct ingress queues
and processes R2P2-FEEDBACKs with higher priority to ensure
that the server state information is up-to-date and minimize
queuing delays.

Our DPDK implementation uses two different UDP ports,
one for each message type, using Flow Director for queue
separation. Given the strict priority of control messages
and the focus on scalability, we chose a multi-threaded
router implementation with split roles for REQ0 threads and
R2P2-FEEDBACK threads, with each thread having its own Rx
and Tx queues.
JBSQ(n) requires a counter per worker queue that counts

the outstanding requests. To minimize cache-coherency traffic,
the router maintains two single-writer arrays, one updated on
every REQ0 and the other on every R2P2-FEEDBACK, with one
entry per worker.

The implementation of the R2P2-FEEDBACK thread is com-
putationally very cheap and embarrassingly scalable. Process-
ing REQ0 messages requires further optimizations to reduce
cache-coherency traffic, e.g., maintain the list of known idle
workers, cache the current queue sizes, etc. Our implemen-
tation relies on adaptive bounded batching [9] to amortize
the cost of PCIe I/O operations, as well as that of the cache-
coherency traffic (the counters are read once per iteration).
We limit the batch size to 64 packets.

Finally, we implement a tweak to the JBSQ(n) policy with
n ≥ 2: when no idle workers are present, up to 32 packets
are held back for a bounded amount of time on the optimistic
view that an R2P2-ACK message may announce the next idle
worker. This optimization helps absorb instantaneous conges-
tion and approximate the single-queue semantics in medium
load situations.

4.3 P4/Tofino implementation
We built a proof-of-concept P4 implementations of R2P2
router for Tofino [6] using P414 [72]. Similar to the soft-
ware implementation, the switch only processes REQ0 and
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R2P2-FEEDBACK messages and leverages P4 registers to keep
soft state. P4 registers are locations in the ASIC SRAM, which
can be read and updated from both the control and dataplane.

We focus our description on the implementation of
JBSQ(n) for the Tofino dataplane, as the others are trivial
in comparison. It consists of 480 lines of P4 source, including
header descriptions. Unlike the software implementation that
can easily buffer the outstanding REQ0 messages if there is no
available server queue, high-performance pipelined architec-
tures, such as Tofino, do not allow buffering in the dataplane.
Thus, our P4 logic executes as part of the ingress pipeline
of the switch and relies heavily on the ability to recirculate
packets through the dataplane via a virtual port. The imple-
mentation leverages an additional header that is added to the
packet to carry metadata through the various recirculation
rounds and is removed before forwarding the packet to the
target server.

The logic for REQ0 tries to find a server with≤ i outstanding
packets in round i. There is one register instance correspond-
ing to each server, holding the number of outstanding requests.
If a suitable server is found, the register value is increased by
one, the packet destination is changed to the address of the
equivalent server, and the packet is directed to the egress port.
We start with i = 0 and we increase till i = n from JBSQ(n).
When i reaches n and there is still no available server, we
keep recirculating the packet without increasing i further. As
an optimization to reduce the number of recirculations, the
dataplane keeps the i for the last forwarded request and starts
from that.

To overcome the Tofino limitation of only being able to
compare a limited number of registers in one pass, we also
leverage recirculation to inspect the outstanding requests of
each bounded queue in each round. Register instances that
correspond to different queues are organized in groups that
can be checked in one pass. If no available queue is found in
the first group, the packet is recirculated (without increasing
i) and the second group of queues is checked, etc. When a
REQ0 arrives, it is initially assigned to a group in a round-robin
fashion to further reduce the amount of recirculations.

The logic for R2P2-FEEDBACK decrements the outstanding
count for the specific server based on the packet source and
consumes the packet without forwarding it.

The use of recirculation has two side-effects: (1) the order
of RPCs cannot be guaranteed as one packet may be recircu-
lated while another one is not; (2) the atomicity of the full set
of comparisons is not guaranteed as R2P2-FEEDACK packet
may be processed while an REQ0 packet is being recirculated.
Non-optimal decisions may occur as the result of this race
condition.

5 Evaluation

To evaluate the performance and the efficacy of the R2P2
protocol, the two implementations of the router, as well as

the trade-offs in using JBSQ(n) over other routing policies,
we run a series of synthetic microbenchmarks and two real
applications in a distributed setup with multiple servers. The
microbenchmarks depend on an RPC service with config-
urable service time and response size. All our experiments are
open-loop [83] and clients generate requests with a Poisson
inter-arrival time. We use two baselines and compare them
against different configurations for R2P2 with and without
the router: (1) vanilla NGINX [66] serving as reverse proxy
for HTTP requests; and (2) ZygOS [76], a state-of-the-art
work-conserving multicore scheduler. As a load generator we
use an early version of Lancet [46].

Our experimental setup consists of cluster of 17 machines
connected by a Quanta/Cumulus 48x10GbE switch with a
Broadcom Trident+ ASIC. The machines are a mix of Xeon
E5-2637 @ 3.5 GHz with 8 cores (16 hyperthreads), and
Xeon E5-2650 @ 2.6 GHz with 16 cores (32 hyperthreads).
All machines are configured with Intel x520 10GbE NICs
(82599EB chipset). To reduce latency and jitter, we config-
ured the machine that measures latency to direct all UDP
packets to the same NIC queue via Flow Director. The Bare-
foot Tofino ASIC runs within a Edgecore Wedge100BF-32X.
The Edgecore is directly connected to the Quanta switch via
a 40Gbps link and therefore operates as a 1-port router.

5.1 Router characterization
We use the synthetic RPC service to evaluate the latency
overhead of the router, the maximal throughput and the op-
timal request load balancing policy. We configure a setup of
4 servers with 16 threads (64 independent workers), running
the synthetic RPC service over DPDK.

Throughput: We first evaluate the sustainable throughput
of the software router. We run a synthetic RPC service with
8-byte requests and we configure the size of the response.

Figure 4 shows the achieved goodput as a function of the
response size, and compares a configuration with R2P2 mes-
sages handled by a JBSQ load balancing policy, with a NGINX
configured as reverse proxy for HTTP messages. For small
response sizes, the router is bottlenecked by the router’s NIC’s
packets per second (PPS), or the number of outstanding re-
quests in each queue, n in JBSQ(n). JBSQ(3) was enough to
achieve maximum throughput. As the response size increases
though, the application goodput converges to 4×10GbE, the
NIC bottleneck of the 4 servers with payloads as small as 2048.
Obviously, this is made possible by the protocol itself, which
bypasses the router for all REPLY messages. Note that because
R2P2 leverages both Direct Server Return and Direct Client
Request, even in cases of large requests the router would not
be the bottleneck, unlike traditional L4 DSR-enabled load bal-
ancing. In contrast, the NGINX I/O bottleneck limits goodput
to the load balancer’s 10Gbps NIC.
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Figure 4: Achieved Goodput as a function of the response
size for the JBSQ policy on the software router managing 4
servers connected with 10GbE NICs compared to NGINX
configured as HTTP reverse proxy loadbalancing the same 4
servers using a JSQ policy.

Latency overheads and saturation: Figure 5 uses a zero-
cost (“echo”) RPC service with 8-byte requests and responses,
to measure the 99th percentile tail latency as a function of
the load for the software middlebox and the Tofino router
with the JBSQ policy. As a baseline, we use a DIRECT con-
figuration where clients bypass the router and send requests
directly to the servers after a random choice. The figure shows
that the latency added by the router is 5µs for the software
middlebox and 1µs for the Tofino solution. The software
latency is consistent with the characteristics of one-way for-
warding performance of the Intel x520 chipset using DPDK.
The hardware latency is consistent with the behavior of an
ASIC solution that processes and rewrites packet headers in
the dataplane. Figure 5 also shows the point of saturation,
which corresponds to 7 MRPS for the software middlebox.
Given that for every request forwarded the router receives one
R2P2-FEEDBACK message, the router handles more than 14M
PPS, which is the hardware limit. We were unable to char-
acterize the maximal per-port capability of the Tofino ASIC
running the R2P2 logic beyond >8 MRPPS with tiny requests
and replies, simply for lack of available client machines. We
also observe that the hardware implementation, as expected,
requires a smaller n for JBSQ(n). In the figure we show the
smallest value of n that achieved maximum throughput.

Comparison of scheduling policies: Figure 6 uses a syn-
thetic S̄ = 25µs workload to evaluate the different request
load balancing policies, implemented on the software router.
We evaluate the following policies: DIRECT, where clients by-
pass the router by making a random server selection, RANDOM
where clients talk to the router and the router makes a random
selection among the servers, RR where the router selects a tar-
get server in a round-robin manner, SW-JBSQ(n) which is the
software implementation for the bounded shortest queue with
n outstanding requests, and JSQ which is the R2P2 router’s
implementation of the join-shortest-queue policy. We also
compare R2P2 with using NGINX as an HTTP reverse proxy
implementing a JSQ policy, which is a vanilla, widely-used
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Figure 5: Tail-latency as a function of throughput for a zero
service time synthetic RPC service for the software (SW-JBSQ)
and the Tofino (P4-JBSQ) implementation of JBSQ compared
to DIRECT. In DIRECT clients bypass the router and talk di-
rectly to servers by making a random server choice.
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Figure 6: Evaluation of different load balancing policies for
an exponential service time workload with S̄ = 25µs.

deployment for request-level load balancing.
We make the following observations: (i) NGINX overheads

prevent throughput scalability; (ii) DIRECT and RAND configu-
rations perform similarly for R2P2, which is the result of a
random choice (in the client or the router equivalently); (iii)
RR performs better than random choice, but worse than JBSQ,
given the service time dispersion; (iv) JBSQ(n ≥ 3) achieves
maximum throughput. Given that the communication time
between the server and the router is ∼ 15µs and the exponen-
tial service time dispersion, this is on par with our analysis in
§ 3.3. (v) JSQ performs similarly to JBSQ(3) for this service
time.

5.2 Synthetic Time Microbenchmarks
Figure 7 evaluates JBSQ(n) performance with an aggressive
S̄ = 10µs mean service time and three different service time
distributions: Fixed, Exponential and Bimodal where 10%
of the request are 10x slower than the rest [55]. We present
results for both the software and Tofino implementation, for
JBSQ(1) and the optimal n choice for each configuration.
Requests and the responses are 8 bytes. We observe:

• For all experiments, all JBSQ(n) variants approximate
the optimal single-queue approach (M/G/64) until the
saturation point for JBSQ(1).
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Figure 7: Synthetic Service Time Microbenchmarks. Service time S̄ = 10µs.

• Beyond the saturation point of JBSQ(1), an increase in
the tail latency as the system configuration trades off
higher throughput (i.e., JBSQ(n > 1)) against the use of
a theoretically-optimal approach.

• A comparison between the software and hardware im-
plementation shows that more outstanding requests are
required for the software implementation; this is because
the communication latency between the server and the
hardware router is ∼5µs faster.

• JBSQ achieves the optimal performance, as predicted by
the M/G/64 model, both for the software and the hard-
ware implementation within the 150µs SLO.

• Reducing n can have a considerable impact on tail-
latency especially in cases with high service time dis-
persion, as it can be seen in Figure 7c (SW-JBSQ(5) vs.
P4-JBSQ(3))

5.3 Multi-packet Requests Microbenchmark

R2P2 implements the following logic in splitting requests to
packets. If the request fits in a single packet, the whole request
payload is transferred with REQ0. In the case of a multi-packet
request, REQ0 is a 64-byte packet, carrying only the first part
of the request and the rest of the payload is transferred with
the REQN packets directly to the server. This way the router
does not become a throughput bottleneck in the case of large
requests, while the extra round-trip is avoided in the case of
small requests.

To evaluate the extra round-trip that R2P2 introduces in
the case of multi-packet requests with the distinction between
REQ0 and REQN, we ran a synthetic microbenchmark with
larger requests. Based on the above logic, a 1464-byte request
is the biggest request that fits in a single packet given the size
of protocol headers. Equivalently, a 1465-byte request is the
smallest request that requires 2 packets, and consequently an
extra round-trip. We run the synthetic service time RPC server
with the bimodal service time distribution of S̄ = 10 and the 2
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Figure 8: Bimodal service time with S̄ = 10µs and 64 work-
ers with single and multi-packet requests. DIRECT-1464 cor-
responds to an 1-packet request, while DIRECT-1465 and
P4-JBSQ(5) correspond to 2-packet requests.

different request sizes. We compare the DIRECT deployment
with one using the router with the JBSQ policy.

Figure 8 summarizes the result of the experiment. We
observe that there is a fixed gap of around 15µs between
DIRECT-1464 and DIRECT-1465 curves that corresponds to
the extra round-trip between the client and the server. We,
also, run the multi-packet request scenario while using the P4
router with the JBSQ policy. We show that despite the extra
round-trip, the intermediate hop, and the increased number of
packets to process, the 99th percentile latency is close to the
single-packet scenario in the DIRECT case, which justifies our
design decision to pay an extra round-trip to achieve better
scheduling.

5.4 Using R2P2 for server work conservation
We now demonstrate how the use of network-based load bal-
ancing, e.g., using R2P2, can increase the efficiency of a
single server scheduling tasks. For this, we compare R2P2
with JBSQ with the performance of ZygOS [76], a state-of-
the-art system optimized for µs-scale, multicore computing
that includes a work-conserving scheduler within a special-
ized operating system. ZygOS relies on work-stealing across
idle cores and makes heavy use of inter-processor interrupts.
Both ZygOS and JBSQ(n) offer a work-conserving solution
to dispatch requests across the multiple cores of a server: Zy-
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Figure 9: Comparison of R2P2 with the ZygOS [76] work-
conserving scheduler: Exponential workload with S̄ = 10µs.

gOS does it within the server in a protocol-agnostic manner,
whereas R2P2 implements the policy in the network.

Figure 9 compares ZygOS with the Tofino implementation
of JBSQ(3) for the 10µs exponentially-distributed service
time workload using a single Xeon server. As in the pre-
vious configurations, for the R2P2 implementation each of
the 16 Xeon cores, is exposed as a worker with a distinct
queue to the router, listening to a different UDP port. In this
experiment, the theoretical lower bound is therefore deter-
mined by M/M/16. We observe that JBSQ(3) exceeds the
throughput performance of ZygOS, with no visible impact
on tail latency despite the additional hop and that JBSQ(3) is
sufficient to achieves the maximum throughput. For a service-
level objective set at 150µs, R2P2 with JBSQ(3) outperforms
ZygOS by 1.26×. The explanation is that the R2P2 server
operates on a set of cores in parallel without synchronization
or cache misses, whereas ZygOS has higher overheads due
to protocol processing, boundary crossings, task stealing, and
inter-processor interrupts.

5.5 Lucene++
Web search is a replicated, read-only workload with variability
in the service time coming from the different query types, thus
it is an ideal use-case for R2P2-JBSQ. For our experiments we
used Lucene++ [56], which is a search library ported to serve
queries via either HTTP or R2P2. A single I/O thread dis-
patches one request at a time to 16 Lucene++ worker threads,
each of them searching part of the dataset. The experimental
setup relies on 16 disjoint indices created from the English
Wikipedia page articles dump [91], yielding an aggregated
index size of 3.5MB. All indices are loaded in memory at
the beginning of the execution to avoid disk accesses. The
experimental workload is a subset of the Lucene nightly re-
gression query list, with 10K queries that comprise of simple
term, Boolean combinations of terms, proximity, and wild-
card queries [57]. The median query service time is 750µs,
with short requests taking less than 450µs and long ones over
10ms.

Figure 10 summarizes the experiment results for running
Lucene++ on a 16-server cluster, each using 16 threads. The
NGINX-JSQ and HTTP-DIRECT experiments rely on 1568

HTTP-DIRECT

RANDOM

NGINX-JSQ

SW-JBSQ(1)

0 2500 5000 7500 10000 12500 15000 17500

Load (RPS)

0

10000

20000

30000

9
9
th

 L
a
te

n
c
y
 (

µ
s
)

Figure 10: Lucene++ running on 16 16-threaded workers

persistent TCP client connections. First, we observe that
HTTP-DIRECT over TCP and RANDOM over R2P2 which are
multi-queue models, have higher tail-latency. Then, we see
that NGINX-JSQ and SW-JBSQ(1) on R2P2 deliver the same
throughput; system and network protocol overheads are irrel-
evant for such coarse-grain workload. Also, n = 1 is enough
to get maximum throughput, given the longer average service
time. SW-JBSQ(1) delivers that throughput via the optimal
single-queue implementation, with a significant impact on tail
latency. As a result, R2P2 lowers the 99th percentile latency
by 5.7× at 50% system load over nginx.

5.6 Redis
Redis [78] supports a master/slave replication scheme with
read-only slaves. We ported Redis on R2P2 and ran it on
DPDK for the Facebook USR workload [5]. We used the
sticky R2P2 policy (see §3) to direct writes to the master
node and we load balance reads across the master and slave
nodes, based on the RANDOM and the JBSQ policy. Redis has
sub-µs service times. Thus, to achieve maximum throughput
we had to increase the number of tokens to 20 per worker
(SW-JBSQ(20)), for the software router. For the vanilla Redis
over TCP clients randomly select one of the servers for read
requests, while they only send write requests to the master.

Figure 11a shows that R2P2, for an SLO of 200µs
at the 99th percentile, achieves 5.30× better through-
put for the USR workload over vanilla Redis over TCP
(TCP-DIRECT) because of reduced protocol and system over-
heads, while SW-JBSQ(20) achieves slightly better through-
put than RANDOM for the same SLO. Figure 11b increases the
write percentage of the workload from 0.2% to 2%, which
increases service time variability: R2P2 RANDOM has 4.09×
better throughput than TCP-DIRECT. SW-JBSQ(20) further
improves throughput by 18%, for a total speedup of 4.8×, as
a result of better load balancing decisions.

6 Related work

RPCs can be transported by different IP-based protocols in-
cluding HTTP2 [10], QUIC [48], SCTP [84], DCCP [47],
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Figure 11: 99th percentile latency vs. throughput for Redis in a 4-node master/slave configuration.

or similar research approaches [4, 28, 30, 32, 63] that iden-
tify the TCP limitations and optimize for flow-completion
time. Libraries such as gRPC [31] and Thrift [86] abstract
away the underlying transport stream into request-reply pairs.
Approaches such as eRPC [41] aim at end-host system opti-
mizations and are orthogonal to R2P2. Load balancers proxy
RPC protocols such as HTTP in software [23, 66, 69] or in
hardware [1, 16, 25, 60]. R2P2 exposes the RPC abstraction
to the network to achieve better RPC scheduling, and to the
application to hide the complexity of the underlying transport.

Load dispatching, direct or through load balancers, typi-
cally pushes requests to workers, requiring tail-mitigation
techniques [17, 33]. In Join-Idle-Queue [55], workers pull
requests whenever they are idle. R2P2 additionally sup-
ports JBSQ(n), which exposes the tradeoff between maximal
throughput and minimal tail latency explicitly.

Task scheduling in distributed big data systems is largely
aimed at taming tail-latency and sometimes depends on split-
queue designs [19, 20, 44, 71, 75, 77, 92], typically operating
with millisecond-scale or larger tasks. R2P2 provides the
foundation for scheduling of µs-scale tasks.

Multi-core servers are themselves distributed systems with
scheduling and load balancing requirements. This is done by
distributing flows using NIC mechanisms [79] in combina-
tion with operating systems [24, 73] or dataplane [9, 37, 74]
support. Zygos [76] and Shinjuku [40] are an intra-server,
work-conserving schedulers for short tasks that rely on task
stealing and inter-processor interrupts. R2P2 eliminates the
need for complex task stealing strategies by centralizing the
logic in the router.

Recent work has focused on key-value stores [54,59,70,78].
MICA provide concurrent-read/exclusive-access (CREW)
within a server [54] by offloading the routing decisions to the
client, while hardware and software middleboxes [39, 53, 67]
or SDN switches [13, 15] enhance the performance and func-
tionality of key-value stores in-network. RackOut extended
the notion of CREW to rack-scale systems [68]. R2P2 sup-
ports general-purpose RPCs not limited to key-value stores,
together with a mechanisms for steering policies which can

be used to implement CREW both within a single server and
across the datacenter.

Finally, R2P2 adheres and encourages the in-network
compute research path by increasing the network visibility
to application logic and implementing in-network schedul-
ing. Approaches leveraging in-network compute include
caching [39, 53], replicated storage [38], network sequenc-
ing [51, 52], DNN training [81, 82], and database accelera-
tion [50].

7 Conclusion

We revisit the requirements to support µs-scale RPCs across
tiers of web-scale applications and propose to solve the prob-
lem in the network by making RPCs true first-class citizens of
the datacenter. We design, implement and evaluate a proof-of-
concept transport protocol developed specifically for µs-scale
RPCs that exposes the RPC abstraction to the network and at
the endpoints. We showcase the benefits of the new design
by implementing efficient, tail-tolerant µs-scale RPC load-
balancing based on a software router or a programmable P4
ASIC. Our approach outperforms standard load balancing
proxies by an order of magnitude in throughput and latency,
achieves close to the theoretical optimal behavior for 10µs
tasks, reduces the tail latency of websearch by 5.7× at 50%
load, and increases the scalability of Redis in a master-slave
configuration by more than 4.8×.
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