Cyber Security Awareness Via Gamification: Lessons From Decisions & Disruptions

Abstract
Games are a powerful and usable tool to help raise awareness of cyber security. We report on lessons learned from developing Decisions & Disruptions: a game developed as a research tool, but which has gone on to have multiple versions, and be used by a UK national public organisation as a tool to raise awareness of cyber security nationwide. To date Decisions & Disruptions has been played by more than 2,000 participants, and with more than 200 different organisations. We report on the challenges we faced and the lessons we learned developing and updating different versions of the game; and some of the security perceptions users have when playing.
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Introduction
Decisions & Disruptions (D-D) is a game designed to explore people’s perception of security and their security decision making processes. The game started as a
research tool but has evolved into something run throughout the UK by a national public organisation responsible for cyber security awareness, and played with thousands of people and hundreds of companies.

Playing the game with a large number of people has reinforced the need to raise public and corporate awareness of cyber security as current security perspectives can be wrong, dangerous or misleading. Some players believe that good security will increase the likelihood of an attack:

A: “. . . let’s say you’ve got 10 companies and one’s got a firewall, you’ve gotta find which firewall it is, particularly a good firewall, then that’s the company they’re gonna target . . . ”

B: “There could be something good in there.”

Others suggest that security has become routine with defenses being deployed by people without understanding their context:

“It does feel that you’d need firewalls because we always have firewalls.”

Many cyber security games have been developed to help improve peoples’ security awareness [2, 5, 4, 7, 3, 1, 6]. In this poster we reflect on some of the lessons we’ve learnt while developing D-D, and how we can educate users about security through games more effectively.

D-D for Research

D-D was originally developed by Frey et al. [3] to explore cyber security decision making amongst different demographic subgroups such as computer scientists, cyber security experts and managers within Academia and Industry.
This first version of D-D was used to gather research data for Frey et al.’s paper [3] with 43 participants, along with data from a further 137 participants in other sessions. Feedback from these sessions suggested two key changes be made to improve D-D:

Don’t be subtle. Attacks suffered needed to be more extreme. Inexperienced participants had a tendency to overlook the potential consequences of the more subtle attacks in the original version. More acute attacks were necessary for teams to appreciate the consequences of their choices. Take-away: Make the players understand that their decisions have consequences, otherwise they won’t learn the lessons you’re trying to teach.

Hit them where it hurts. Financial implications were needed. Organisations consistently asked what the potential financial consequences of attacks and decisions might be. Take-away: Consequences have to be delivered to the players in a format they understand—if they don’t understand how bad an attack is, they won’t learn why they should care.

D-D for Business

The second iteration of D-D was developed in conjunction with the national public organisation which specialised in raising cyber security awareness and sought to address these shortcomings. The adaptation of D-D retains many of the core aspects of the original game. Teams are still working to help improve things for a hydro-electric organisation which has the same infrastructure. Teams also have the same $100,000 budget to spend across four rounds and on the same potential investments. However, teams encounter a different set of attacks in response to their investments, these attacks tend to have more tangible consequences. Many of these attacks detail the amount which a team may lose as a result of the attack. These losses are used as an additional game mechanism when playing with multiple teams simultaneously; each team adds up their total losses from attacks and the team which loses the least is considered the winner.

Everyone has a favourite. While playing the game we noticed that some participants were more interested in the business aspects of the game and disengaged with more technical parts, and that for other players the opposite was true. Take-away: Not everyone cares about the same thing. If you make your game too focused on one thing you risk disengaging those interested in other aspects.

Everyone has an angle. When playing the game we found that teams with differing levels of seniority and experience gained the most. Contrasting perspectives helped everyone learn from each other and identify new security angles. Take-away: It is important that everyone in an organisation gets a chance to play—not just the technical teams and new recruits. Mix it up!

Hit me baby one more time! Having played the game once players would wonder what would have happened if they did things differently. D-D has a relatively static script and no randomised elements: players didn’t get as much out of a second playthrough as they’d have hoped. Take-away: Cyber security awareness cannot be developed through a single play through, therefore the game needs to be developed so that participants are able to play it through multiple times, encountering different scenarios each time.
People have jobs to do. Developing a game which will be used by organisations means working within their constraints. For the most part this means developing a game that can be played over a short period. When D-D was played for research, games could last for up to 2 hours, but once we started to play it with organisations this dropped to 1 hour in most cases. This is a reflection of the time constraints placed by organisations on training time.

D-D for GDPR
In 2016 the General Data Protection Regulation (GDPR) came into effect in Europe. This legislation created new rules for how companies had to manage and protect the data of European citizens—and introduced heavy fines for any company that failed to protect the data.

You have to stay relevant. As GDPR came into force we noticed that players would ask what it might mean for them in terms of penalties and consequences they may suffer. D-D was originally developed before the introduction of the GDPR, but in order to stay relevant, we updated seven in game events. These included penalising teams which failed to protect sensitive customer data, and ensuring that teams were told when prior investments protected them from breaches which would otherwise have been of interest to the Information Commissioners Office (legislative enforcer). Take-away: People are aware of big changes in the operating landscape—you need to respond to these otherwise you risk becoming irrelevant.

Initial findings
Participants demonstrated a number of common cyber security awareness characteristics, we summarise below.

The Windows 95 Effect. Teams believe Firewalls and Antivirus to be key to cyber security, but they rarely explain why. We would posit that this is because Firewalls and Antivirus have been the core basis of ‘security’ on PCs for the last 30 years.

The Mr Robot Effect. Teams place a far greater emphasis on investing in new defences against uncertain (and inherently unknowable) threat actors rather than investing in upgrades for known existing vulnerabilities.

The Butterfly Effect. Teams often consider what knock-on effect their decisions might have. This appears to be particularly common where teams lack the technical experience in order to make as informed a choice as possible.

Conclusion
D-D was established as a research tool but has since been developed into a dedicated tool for raising cyber security awareness in organisations. This second iteration developed by a national public organisation in the UK has now been extensively used. The data gathered to date has started to provide some insight into cyber security awareness. Furthermore, our experience running D-D enables us to provide some insight for those looking to develop awareness games in the future. Future work will look at why people play the way they do and continue to evolve the game to help educate people about cyber security decision making.
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