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Message from the Chairs
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We are a USENIX conference again this year (and we look forward to continuing as one in 2018). The conference is 
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year as both for SOUPS 2018. A Vice Chair will be elected at the steering committee meeting this year, to serve as 
Chair for SOUPS 2019 and 2020. 

SOUPS 2017 includes Workshops, Tutorials, Technical Papers, Posters (with reception), Lightning Talks, Demos, a 
Keynote talk, yet another reception, and the ever-popular ice cream social. 

We thank each of our sponsors for their support—NSF, Facebook, and Google. SOUPS would not be possible with-
out sponsor support. 

Please visit our web site to learn the results of the SOUPS 2017 awards—Distinguished Paper, IAPP SOUPS Privacy 
Award, Distinguished Poster, the John Karat Usable Privacy and Security Student Research Award, and the SOUPS 
Impact Paper Award. 

After two years of co-locating with USENIX ATC, we are making the move to co-locate with USENIX Security. 
We’re looking forward to the benefits this change will bring in terms of both community interactions and finances. 
See you next year, August 12–14, at the Baltimore Marriott Waterfront!

Mary Ellen Zurko, Independent Consultant 
General Chair
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Technical Papers Co-Chair
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Diversify to Survive:
Making Passwords Stronger with Adaptive Policies
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Shay, Blase Ur†, Lujo Bauer, Nicolas Christin, Lorrie Faith Cranor, Michelle L.
Mazurek‡ Carnegie Mellon University †University of Chicago ‡University of Maryland

{ssegreti, billy, sarangak, rshay, lbauer, nicolasc, lorrie}@cmu.edu,
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ABSTRACT
Password-composition policies are intended to increase re-
sistance to guessing attacks by requiring certain features
(e.g., a minimum length and the inclusion of a digit). Sadly,
they often result in users’ passwords exhibiting new, yet still
predictable, patterns. In this paper, we investigate the us-
ability and security of adaptive password-composition poli-
cies, which dynamically change password requirements over
time as users create new passwords. We conduct a 2,619-
participant between-subjects online experiment to evaluate
the strength and usability of passwords created with two
adaptive password policies. We also design and test a feed-
back system that guides users to successfully create a pass-
word conforming to these policies. We find that a well-
configured, structure-based adaptive password policy can
significantly increase password strength with little to no de-
crease in usability. We discuss how system administrators
can use these results to improve password diversity.

1. INTRODUCTION
Reports of compromised password databases have become
increasingly common in recent years [4, 12, 26, 35, 43, 50].
Such breaches can have far-reaching implications as they al-
low attackers to perform offline hash cracking attacks with
virtually unlimited time. Because people commonly reuse
passwords across accounts [11, 14], a breach of one account
can compromise other accounts [14, 21]. While computa-
tionally expensive password-hashing functions are available,
they are not always practical to implement or may be imple-
mented ineffectively, and do not completely remove the ex-
istence of easy to exploit patterns. For high-value accounts,
it remains imperative that users choose passwords that are
hard for attackers to guess.

Password-composition policies, such as requiring a minimum
length and inclusion of special characters, are commonly
used to discourage users from choosing weak passwords. The
usability and security of password-composition policies has
been studied in depth [32, 45]; however, even under strict

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
Symposium on Usable Privacy and Security (SOUPS) 2017, July 12–14,
2017, Santa Clara, California.

requirements, passwords still often have predictable pat-
terns [23,24,45].

To increase a password set’s resistance to guessing attacks,
rather than focusing on the strength of individual passwords,
researchers have proposed adaptive password-composition
policies, which automatically evolve over time to encourage
password diversity [34, 42]. For example, once some num-
ber of users of a given system have created passwords fitting
a specific pattern, that pattern is banned and subsequent
users may not create passwords fitting that pattern [34,42].
While these proposed adaptive password systems may have
strong potential benefits for security, their impact on pass-
word strength and usability has yet to be empirically tested.

In this work, we evaluate the security and usability impact
of making password-composition policies adaptive. We focus
on two implementations of this approach that do not require
storing a copy of the plaintext (or reversibly encrypted plain-
text) passwords, and which can operate with a traditional
(non-adaptive) password policy. Adaptive policy systems
that store plaintext or reversibly encrypted passwords are
insecure in real-world situations, where one must assume
attackers may gain access to the password store.

Our primary focus, Leininger et al.’s PathWell [33,34], pro-
hibits users from creating passwords with the same character-
class structure (pattern of symbols, digits, and letters) as
another user’s password. When a new password is created,
its structure is deemed “in use” and is not allowed during
future password creation attempts. To increase the usabil-
ity of the PathWell structure-based approach, we designed
and tested a feedback system that guides users to choose a
password with a permitted structure. The second approach,
introduced by Schechter et al. [42], instead uses a specialized
Bloom filter to probabilistically prevent users from creating
passwords that are deemed too popular.

To evaluate the security and usability of these approaches,
we conducted a two-part, between-subjects online study.
2,619 participants created a password under one of twelve
conditions, designed to study: how adding adaptive require-
ments to traditional password policies affect security and
usability; whether participants are confused by the extra re-
quirements; how security and usability change as the strin-
gency of adaptive policies increase; and the effect of graph-
ical feedback.

We found that the passwords created under structure-based
adaptive password-composition policies can be several or-
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ders of magnitude more secure than those created with-
out an adaptive password-composition policy. More surpris-
ingly, we found that, structure-based adaptive policies can
be applied without a significant usability cost, according to
numerous usability metrics. We observed no statistically
significant differences in creation time, password recall, or
password storage (how often passwords were written down)
between pairs of conditions that differed only in whether
an adaptive policy was used. The only noteworthy usabil-
ity downside of applying structure-based policies was that
participants needed (on average 0.58–1.58) more attempts
to create their passwords; however, this neither significantly
impacted the overall time to create a password (of which
a single attempt is a small fraction) nor affected user sen-
timent, except for the condition which simulated the most
extreme numbers of disallowed structures. Our attempts to
provide additional feedback to overcome the expected usabil-
ity penalty of structure-based adaptive policies were largely
superfluous; little usability had been lost to begin with.

2. BACKGROUND AND RELATED WORK
We first discuss the types of password-guessing attacks that
adaptive policies aim to mitigate. We then detail the man-
ner in which password-guessing approaches exploit common
patterns in the absence of adaptive policies. Finally, we dis-
cuss related work on password-composition policies.

2.1 Password-Guessing Attacks
Password-guessing attacks fall broadly into one of two cat-
egories: those for which guessing is limited to a relatively
small number of attempts, and those for which large-scale
guessing is possible. An example of the former category
is an online attack, in which an attacker submits password
guesses to a running system. Because a well-configured sys-
tem will have a policy that rate-limits guessing or locks
accounts following a small number of incorrect authentica-
tion attempts, attackers are limited to making some of the
most likely guesses. Measurements of fraudulent SSH lo-
gin attempts revealed that some of the most common pass-
words that attackers guess are passwords often found in data
breaches, as well as passwords related to system administra-
tion (e.g., variants of “root”) [1]. If the adaptive system is
bootstrapped, these types of common passwords could be
banned initially by an adaptive policy. If not, the threat of
password guessing is minimized to only the small number
of accounts permitted to pick such a password before that
password is banned.

Large-scale guessing attacks also present a major threat in a
number of different circumstances. One such situation is an
offline attack aimed at discovering credentials reused from
other sites. If an attacker obtains a store of hashed pass-
words, which has become unfortunately common in recent
years [4, 12, 26, 35, 43, 50], the attacker can perform offline
hash cracking, limited only by his or her time and resources.
Because users often reuse passwords across accounts [11,14],
attackers can use the credentials obtained in an offline attack
to compromise other accounts [14,21].

Password-specific hash functions are designed to be compu-
tationally expensive in order to limit the number of guesses
an attacker can make. Unfortunately, their deployment has
proven error-prone in practice [25], is difficult to implement
on some popular platforms that support backwards compati-

bility with legacy systems [38], and does not remove the exis-
tence of some easily exploitable patterns. Researchers have
proposed systems to prevent offline cracking attacks [29],
though these systems have yet to be deployed in practice
and rely on having accurate models of generating artificial,
yet plausibly human-chosen, passwords.

Even if system administrators were to follow all best prac-
tices to prevent offline password cracking for web accounts,
other situations in which passwords are used would still be
vulnerable to offline guessing. Encrypted file containers and
full-disk encryption, as well as password stores from pass-
word managers (encrypted with a key derived from a mas-
ter password), would remain vulnerable to offline guessing
if an attacker gains access to the relevant file or device. Be-
cause adaptive schemes would not adapt over time in these
single-user systems, these schemes could be bootstrapped
with likely password patterns.

Despite the ability for system administrators to rate-limit
online attacks and employ some technical mechanisms to
minimize, but not completely eliminate, the threat of offline
attacks, a user concerned about his or her high-value ac-
counts is incentivized to practice defense in depth. Rather
than relying exclusively on a system administrator to fol-
low all best practices perfectly, which is far from guaranteed
in practice, a user should choose unique passwords that are
hard for attackers to guess. As we show in this paper, adap-
tive policies better enable users to do so.

2.2 Guessing Common Patterns
The types of common password characteristics adaptive poli-
cies aim to avoid can be exploited by password-cracking ap-
proaches. For example, Weir et al. proposed a probabilis-
tic context-free grammar (PCFG) to model passwords [53].
Based on training data of previously observed passwords,
PCFG assigns probabilities to both password structure (e.g.,
princess111 has the structure {8 letters}{3 digits}) and con-
stituent strings (e.g., “111”). Kelley et al. proposed improve-
ments to this method [30], e.g., to treat uppercase and low-
ercase letters independently. Other researchers have advo-
cated using grammatical structures and semantic tokens as
non-terminals [40, 51]. Komanduri recently offered several
PCFG improvements, including string tokenization and as-
signing probabilities to terminal strings not seen in training
data [31]. The PCFG and its variants have been used in a
number of prior studies to gauge password strength [10, 13,
16, 30, 36, 37, 45, 48]. Structure-based adaptive policies [34]
make the PCFG approach less effective because the PCFG
relies on the commonality of password structures to guess
likely passwords.

Markov models also effectively model human-chosen pass-
words. Narayanan and Shmatikov first proposed using a
Markov model of letters in natural language with finite au-
tomata representing password structures [39]. Castelluccia
et al. used a similar method as part of their password me-
ters [8]. Recently, Dürmuth et al. [15] and Ma et al. [36]
evaluated the effectiveness of multiple variations of Markov
models for cracking passwords, finding that Markov models
were more accurate than PCFG at guessing passwords under
certain circumstances. Popular password-cracking software
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packages, such as John the Ripper11and Hashcat,22 offer
variants of a Markov model.

Adaptive policies have two conceptual advantages that aid
in resisting guessing by Markov models. Structure-based
adaptive policies encourage passwords with unpredictable
structures, which are likely to foster character-level unpre-
dictability that in turn may be hard to capture in a Markov
model. Furthermore, string-based adaptive policies forbid
the predictable passwords that a Markov model would eas-
ily guess.

Adaptive policies also provide conceptual difficulties for the
guessing approaches of common password-cracking software
tools. For example, the Hashcat toolkit implements a “mask
attack,” in which password guesses are generated by pro-
gressively exhausting the keyspace of each structure in an
attacker-defined ordered list.33 Despite its brute-force com-
ponent, this approach can be effective in real-world cracking
because many users craft passwords matching popular struc-
tures [41,46].

2.3 Password-Composition Policies
Human-chosen secrets frequently share predictable, and thus
exploitable, characteristics [5]. To discourage such patterns,
organizations like the National Institute of Standards and
Technology (NIST) recommend that system administrators
employ password-composition policies, such as mandating a
minimum length and the inclusion of a digit [7]. However,
passwords created under these guidelines still frequently have
exploitable patterns, such as consisting of a dictionary word
followed by a number and symbol [37]. Furthermore, while
some policies are better than others at balancing the tradeoff
between leading users to create passwords that are harder to
guess and improving the usability of password creation [45],
particularly onerous password-composition requirements can
unduly burden and annoy users [32].

Beyond requiring that passwords be at least a particular
length and contain particular classes of characters, policies
can also prohibit (blacklist) the most popular or predictable
passwords. A judiciously chosen blacklist can lead users to
pick passwords that are far harder to guess than those cre-
ated without a blacklist [27, 32, 52]. String-based adaptive
policies essentially build a blacklist that expands over time
to reflect new password patterns.

Common patterns can make passwords easy to guess, yet
they also can make them easy to remember. However, a
recent study by Bonneau and Schechter showed that people
are capable of remembering a large set of random characters
if they are presented using spaced repetition [6]. Adaptive
policies strive to capitalize on this discovery and, by intro-
ducing more complexity, to find a way to prompt users to
create passwords with fewer exploitable patterns and thus
higher resistance to guessing attacks.

3. METHODOLOGY
We conducted a two-part online study to examine how par-
ticipants create and use passwords under two adaptive pass-
word policies in multiple configurations. In the first part of

11 www.openwall.com/john/
22 hashcat.net
33 hashcat.net/wiki/doku.php?id=mask_attack

the study, we asked participants to create a password un-
der a specific policy, take a survey, and then recall their
password. Two days later, we asked participants to return
and recall their password, in addition to completing a sec-
ond survey. We recruited participants through Amazon’s
Mechanical Turk crowdsourcing service (MTurk). We re-
quired that participants be at least 18 years old and located
in the United States. Our overall methodology is based on
techniques used to compare password-composition policies
in prior work [30, 32, 44, 45, 47, 48]. Our protocol was ap-
proved by our institution’s IRB.

In part one of our study, we asked participants to imagine
their main email account had been compromised, and they
must create a new password. Prior work suggests that asking
participants to imagine creating a password for their email
account leads to stronger passwords than simply creating
passwords for a study [30,32]. We informed them that they
would be asked to re-enter their password in a few days, and
instructed them to do whatever they would normally do to
remember and protect a new password.

We then showed participants one of twelve sets of password-
creation instructions, depending on their assigned condition,
described in Section 3.4. After creating a password, partic-
ipants completed a survey on the password creation expe-
rience, as well as how they chose their password. We then
asked participants to recall their password. Participants who
typed their password incorrectly five times were then shown
their password.

Two days later, we invited participants via email to return
for part two of the study in which we asked participants to
recall their password. After five incorrect attempts, partici-
pants were shown their password. Participants could follow
a “Forgot Password” link to be emailed a link to their pass-
word. Next, we administered another survey about the steps
the participant took to remember their password, including
whether and how participants stored their passwords (e.g.,
writing it down or saving it electronically).

Our data-collection method enables us to measure several
quantitative usability metrics during password creation and
recall. We collect timing information and the number of
password creation/recall failures. We use electronic copy-
paste/autofill detection during the recall phase to augment
the self-reported survey data. We also ask participants senti-
ment questions about the ease of both creating and recalling
a password.

3.1 Adaptive Policies
We evaluated two adaptive password-policy systems. Both
of these systems have two characteristics that we consider
essential for an adaptive system. First, a secure system must
not store passwords in plaintext or reversibly-encrypted ci-
phertext, as this creates a new avenue of attack. Second, an
effective system must integrate with traditional password-
composition policies for ease of deployment.

The first adaptive policy we evaluate operates on password
structures, the password’s sequence of character classes (up-
percase, lowercase, digit, or symbol). We implement KoreL-
ogic’s Password Topology Histogram Wear-Leveling (Path-
Well) [33], which is designed to enforce password structure
diversity, and refer to this system as the structure-based ap-
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proach. In its simplest form, PathWell would require that
all passwords in a set must have a unique structure. For
example, if the password ‘passWord11!’ is in the set, then
‘asdfQwer99#’ would not be allowed for future passwords,
because they both have the same character-class structure.

However, blacklisting a character-class structure after a sin-
gle use could potentially help attackers by letting them know
that, once they have successfully found a hash preimage, no
other passwords in the set have the same character-class
structure, obviating additional guesses within that struc-
ture. Additionally, it can decrease the usability of the sys-
tem as more passwords are created. Therefore, PathWell
also enables a structure to be blacklisted after some number
of passwords use that structure, and this is the approach
we use. PathWell’s structure blacklist is designed to be
preloaded with commonly used structures, and to grow over
time as users are added to a system.

The second adaptive policy operates on passwords as a whole,
rather than their character-class structure. In particular,
we evaluate Microsoft Research’s “Popularity is Everything”
system, which prevents a given password from being used
too many times in a system [42]. To do so, this approach
uses a specialized database based on a Bloom filter [3] to
record how many times a password is used without storing
the password itself. As with PathWell, this database grows
over time. We refer to this as the string-based approach.

3.2 Password-Composition Policies
To prevent users from creating passwords that are very weak
or especially short (and vulnerable to brute-force attacks),
adaptive policies should be used together with password
composition requirements. Because early adopters of adap-
tive password policies in the real world are most likely or-
ganizations with high security needs, we chose to focus on
stronger-than-average password-composition policies com-
monly employed in organizational and government settings,
rather than for run-of-the-mill online accounts.

Historically, password-composition policies for higher secu-
rity settings have mandated many different character classes.
For example, in what we term the 4class8 (4c8 for short)
policy, passwords must contain at least eight characters,
including all four character classes (lowercase letters, up-
percase letters, digits, and symbols). This policy was rec-
ommended by NIST guidelines in 2011 [7] and once repre-
sented the de facto industry best practice. Such a policy
is still popular, leading us to study it. Recently, however,
password-composition policy guidance has begun to empha-
size password length, rather than including character classes.
Such a shift is evident both in the academic research litera-
ture [19, 45], as well as in the mass media [2]. U.S. govern-
ment accounts have begun to deploy policies that emphasize
password length [9].

We focus most of our experiments on a password-composition
policy which we term 3class12 (3c12 for short). This policy
requires that passwords contain at least twelve characters,
as well as three of the four character classes. This partic-
ular 3class12 policy has been found in prior work to bet-
ter balance the security-usability tradeoff than policies like
4class8 [45] and is similar to policies in use on U.S. govern-
ment systems [17].

# Structures # Passwords
Size PCFG 3c12 4c8 3c12 4c8

M 105 2,141 2,236 1.62E56 4.64E28
L 106 8,940 — 1.65E56 —

XL 107 48,199 — 4.39E59 —

Table 1: Description of the blacklists we used. The first two
columns show the how many password guesses were modeled in
generating that blacklist. The remaining columns describe how
many structures and passwords each blacklist disallows for the
3c12 and the 4c8 polices.

3.3 Systematically Testing Adaptive Policies
Evaluating an adaptive policy experimentally poses a unique
challenge: if participants are working with an adaptive pol-
icy on a real-world system, each participant’s password will
modify the blacklist, thereby creating a unique environment
for each participant. Instead, we opted to use pre-calculated
blacklists of different sizes, allowing us to collect results from
hundreds of participants exposed to the exact same situa-
tion. As such, we effectively compare passwords created at
different points in the adaptive process, and those without
an adaptive policy.

For this evaluation to succeed, it is critical to build black-
lists that capture the most popular passwords. We gathered
a total of 32,965,921 passwords from public leaks [22,43,50].
However, relatively few passwords from these sets meet the
requirements of our stringent baseline policies (Section 3.4),
limiting the size of the blacklists we could generate. To com-
pensate, we trained a PCFG guesser [30] with these leaks
and used it to enumerate the most probable guesses that
conform to the minimum requirements. Using these guesses,
we computed blacklists of the most common structures and
passwords. This process simulates initial users in an adap-
tive system choosing highly probable passwords, with the
corresponding structures subsequently being blacklisted. In
Table 1, we summarize the blacklists we evaluated. Note
that the M blacklist serves two purposes: Its corresponding
2,141 unique character-class structures are used to configure
the structure-based adaptive approach; the 105 passwords
used to generate the blacklist are the passwords that are
banned in the string-based approach.

3.4 Conditions and Research Questions
We assigned participants to one of twelve conditions, each
with different requirements, instructions, and feedback. Be-
cause of the large number of possible factors, it was not fea-
sible to test all combinations of factors in isolation. Instead,
we chose to run a set of conditions spanning five research
questions (RQs) detailed below.

RQ1: Impact of Structure-Based Adaptive Policy
How are the usability and security of passwords affected when
using a structure-based adaptive policy in addition to a tradi-
tional policy? To answer this question, we evaluate two tra-
ditional password-composition policies: 3c12 and 4c8. We
test each policy both with and without a medium-sized black-
list of character-class structures. The following conditions
address our first research question:

• 3c12: Passwords must contain at least 12 characters
and include at least three character classes. This policy
has been recommended in the academic literature [45]
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Figure 1: The interface shown to participants in standard
structure-based blacklist conditions (StructM, StructL, StructXL,
StructMIns, StructMSub, and StructM4c8) when their password
was rejected by the structure blacklist. The suggested modifica-
tion in this example was randomly chosen as insert a “Z” char-
acter. The StructM3Hint interface is similar, but instead shows
three different suggested modifications.

Figure 2: The interface shown to participants in StructMS when
their password was rejected by the structure blacklist. The inter-
face shows the character-class structure of the attempted pass-
word, rather than the password itself. The StructMSV interface
was similar, except the structure was displayed in real time as it
was typed. The StructMHyb interface was also similar, except
only the inserted or substituted characters were obfuscated.

and is similar to policies for many U.S. government
accounts [9] (e.g., [17]).
• StructM: The 3c12 policy plus a structure-based adap-

tive policy with 2,141 banned structures (correspond-
ing to the first 105 PCFG guesses, as shown in Table 1).
• 4c8: Passwords must contain at least 8 characters and

include all four character classes. This policy was rec-
ommended by NIST guidelines in 2011 [7] and once
represented best practice. Note that this condition
is unique in that data for it was collected as part of
an earlier study that used the same data-collection
methodology. The condition does not contribute to
any of our main results, but we include it here as an
additional, informative baseline.
• StructM4c8: The 4c8 policy plus a structure-based

adaptive policy with 2,236 banned structures, as shown
in Table 1.

As part of this work, we designed and implemented a feed-
back system for the structure-based adaptive policies. If a
participant’s attempted password used a banned structure,
the feedback system displayed a randomly selected modifica-
tion (either insertion or substitution of a random character
or character class) at a randomly selected location to their
initial password such that the new password is guaranteed
to have a legal structure. We informed participants that us-
ing the feedback was optional. For most conditions, we used
a configuration of the structure-based adaptive policy feed-

back system that we expected to provide the most usability
benefits, as shown in Figure 1.

RQ2: Structure-Based vs. String-Based Adaptive-
ness What security and usability impact do structure-based
and string-based adaptive policies have relative to each other,
as well as relative to a non-adaptive policy? To analyze this
question, we studied only the higher security 3c12 policy
in three versions: no adaptiveness; structure-based adap-
tiveness; and string-based adaptiveness [42]. However, the
string-based adaptive policy does not include a feedback sys-
tem. In contrast to a structure-based system, how to craft a
minimally different password securely in a string-based sys-
tem is non-obvious. The following three conditions address
this research question:

• 3c12: Previously introduced.
• StructM: Previously introduced.
• StringM: 3c12 with 105 passwords banned.

RQ3: Varying Blacklist Sizes What are the usability and
security consequences of different size blacklists? As users
create accounts on a structure-based adaptive system, more
structures will be banned, potentially making password cre-
ation more frustrating for users whose desired structures are
banned. As detailed in Section 3.3, we created blacklists
of varying sizes to simulate different points in time in the
adoption of an adaptive system, as the number of banned
structures increases.

To measure the increasing difficulty of creating valid pass-
words in the presence of larger blacklists, as well as the the-
oretical security benefits of larger blacklists, we compared
the following conditions. All are based on 3c12. Blacklist
details are shown in Table 1.

• 3c12: Previously introduced.
• StructM: Previously introduced.
• StructL: 3c12 with 8,940 banned structures (corre-

sponding to banning 1,000,000 passwords).
• StructXL: 3c12 with 48,199 banned structures (cor-

responding to banning 10,000,000 passwords).

The remaining research questions involve different modes of
feedback to the user when password creation fails.

RQ4: Number of Suggested Modifications What are
the usability and security consequences of presenting the user
with more or fewer suggested modifications to their rejected
password? Whereas StructM shows one suggested modifi-
cation, we also tested a condition that shows (at the same
time) three suggested modifications. A participant could
choose among the three hints, or choose a completely dif-
ferent password. We also evaluated a condition with hints
disabled.

• StructM: Previously introduced (one hint).
• StructM3Hint: Identical to StructM, but with the

feedback system showing three examples of possible
modifications to the rejected password that lead to a
permitted structure.
• StructMNoHint: Identical to StructM, but with no

suggested modifications shown to the user.

RQ5: Insertion vs. Substitution Feedback Our stan-
dard method of suggesting modifications to a banned struc-
ture would either propose inserting a character or substitut-

USENIX Association Thirteenth Symposium on Usable Privacy and Security    5



ing a character. The standard implementation chose among
those two possibilities with equal probability. Does suggest-
ing just insertions or just substitutions affect usability?

• StructM: Previously introduced.
• StructMIns: Identical to StructM, but only offering

feedback with suggestions of character insertions.
• StructMSub: Identical to StructM, but only offering

feedback with suggestions of character substitutions.

RQ6: Preventing Shoulder Surfing of Suggestions
We speculate that suggesting modifications to banned struc-
tures could potentially aid in shoulder-surfing or screen-
scraping attacks because both the rejected password itself
and the suggested character to be inserted/substituted are
displayed (see Figure 1). Can the usability of the feedback
system be preserved while limiting the potentially sensitive
information shown on screen? To answer this, we compare
four conditions with different amounts of potentially sensi-
tive information shown in the feedback interface.

• StructM: Previously introduced.
• StructMHyb: Like StructM in that the rejected pass-

word is still shown on screen. However, suggestions
instead relate to inserting or substituting a particular
class of characters (e.g., a digit) rather than a specific
character.
• StructMS: Like StructMHyb, except all characters (re-

jected password and suggested modification) are re-
placed with a representation of their character class.
See Figure 2.
• StructMSV: Identical to StructMS, except the inter-

face displays the password’s structure in real time as
the participant types it, rather than only when a pass-
word is rejected. The intention was to help users un-
derstand the concept of character classes via a real-
time example during creation.

3.5 Measuring Password Strength
To evaluate the passwords created in each condition, we an-
alyze general password-composition characteristics, such as
average length, inclusion of a variety of character classes, as
well as password guessability [49], which models how many
guesses a simulated attacker would make to guess a given
fraction of a password set. To compute password guessabil-
ity, we use the Password Guessability Service (PGS) in its
recommended configuration (including the cracking meth-
ods: Probabilistic Context Free Grammars, Markov Mod-
els, Neural Networks, John the Ripper, and Hashcat), which
combines several guessing attacks. This approach has previ-
ously been shown to be a conservative estimate of an expert
in password forensics [49].

Modeling how an attacker would optimally attack a set of
passwords created under an adaptive policy raises a num-
ber of subtle issues. In a structure-based adaptive policy
configured such that a single usage causes a structure to be
banned, successfully guessing a password with a particular
structure implies that an attacker should avoid making ad-
ditional guesses with the same structure. Similarly, if an
attacker could somehow learn the list of used/banned struc-
tures, an attack could be refined by only attempting guesses
with those structures. In our tests, we assume that black-
listed structures are unknown to the attacker, and that a
structure is banned only after multiple passwords with the

same structure are created, making it difficult for an at-
tacker to determine that all passwords with a given structure
were guessed and thus benefit from ceasing to make guesses
with that structure. With this, we assume that sufficient
rate-limiting and/or CAPTCHA solutions are implemented
to prevent an attacker from abusing the password creation
process to learn details about the adaptive policy’s blacklist.

Because an attacker will not know at what point during the
adaptive process a particular password was created, they
will not be able to exclude potential guesses with particular
character-class structures. Thus, we intentionally did not
modify the computed PGS results to account for different
blacklist sizes. Similarly, PCFG results that were used to
create the blacklists may still be valid guesses for passwords
created early in the adaptive process, yet the attacker does
not know which passwords those are.

Hence, our guessability results compare the strength of pass-
words created earlier during the use of an adaptive policy
(e.g., in StructM) to those created later during the use of an
adaptive policy (e.g., in StructL) to those created without
an adaptive policy (e.g., in 3c12).

3.6 Statistical Testing
For our usability metrics, we first performed omnibus sta-
tistical tests across all conditions. For omnibus compar-
isons, we use Kruskal-Wallis (KW) tests for quantitative
data and Pearson’s Chi-squared tests for categorical data.
If the omnibus test was significant, we performed pairwise
tests of pre-selected contrasts that correspond with each of
our research questions. For pairwise comparisons, we use
the Mann-Whitney U tests for quantitative data and Chi-
squared tests (Fisher’s Exact test when there are small bins)
for categorical data. We use non-parametric statistical tests
to avoid making assumptions about our data’s distribution.

In particular, we made pairwise comparisons between each
of the following groups of conditions: varying blacklist sizes
(3c12, StringM, StructM, StructL, StructXL); the number of
hints (StructMNoHint, StructM, StructM3Hint); the type of
suggestion (3c12, StructMIns, StructMSub, StructM); stop-
ping shoulder-surfing and screen-scraping (StructMNoHint,
StructM, StructMSV, StructMS, StructMHyb). In each set,
we compared each condition to all other conditions in that
group. For all set of pairwise contrasts, we corrected for
multiple testing using Holm-Bonferroni correction (HC).

For comparing the results of our simulated cracking attacks,
we used a Log-Rank test, a statistical method used in sur-
vival analysis [28]. This test compares two guessing curves
and takes into account whether a password was guessed, as
well as at what point guessing stops. In this way, we can use
all the data in our guessing curves for the statistical tests.
All statistical tests use a significance level of α = .05.

3.7 Limitations
Our methodology, which is similar to that employed by prior
password research [30, 32, 45, 47, 48], has a number of limi-
tations. By testing password recall once after a few min-
utes and once again after a few days, our study investigated
password use that lies in between frequent and rare use. As
such, we are not able to make strong statements about par-
ticipants’ ability to remember passwords in our study over
long periods of time.
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3c12 163 13.9 1.6 7.9 3.1 1.3 49.1 28.2 1.50 47.9 9.82 1.80 26.2

StringM 216 13.6 1.7 7.4 3.2 1.3 46.8 26.4 1.50 48.5 6.94 1.82 23.3

StructM 213 14.1 1.8 7.5 3.5 1.3 25.4 31.5 2.08 50.4 9.39 1.57 25.3
StructL 159 14.1 1.6 7.3 3.8 1.4 17.6 43.4 2.51 48.4 19.5 1.86 26.6
StructXL 247 14.0 1.8 7.2 3.6 1.4 14.1 36.8 2.58 50.8 21.5 1.64 30.3

StructM3Hint 216 14.2 2.0 7.6 3.3 1.3 25.0 32.4 1.96 49.2 12.0 1.73 26.5
StructMNoHint 163 13.9 2.0 7.3 3.3 1.3 19.6 40.5 2.12 48.0 17.8 1.67 24.9

StructMIns 207 14.4 1.9 7.9 3.3 1.4 23.1 32.9 1.97 54.3 13.5 1.78 27.0
StructMSub 202 14.0 1.8 7.7 3.2 1.3 23.3 37.1 2.06 56.0 11.4 1.76 33.6

StructMHyb 206 14.0 2.0 7.6 3.1 1.2 29.1 45.1 2.17 51.7 14.1 1.68 30.1
StructMS 209 13.8 2.1 7.0 3.6 1.3 31.1 33.0 2.00 54.3 12.9 1.90 28.2
StructMSV 204 14.0 1.9 6.9 3.7 1.5 25.5 32.4 1.88 58.5 14.7 1.98 28.3

StructM4c8 214 11.1 1.6 5.4 2.8 1.3 60.3 26.2 2.39 42.5 12.6 1.84 23.7

Table 2: Properties of passwords and study measurements, by condition. The second column shows participants who finished part two
within three days.

Across our conditions, a relatively high number of partici-
pants did not return for part two. We excluded them from
our analyses, except for analyzing the dropout rate as an in-
dicator of dissatisfaction with a condition. Users who drop
out of a study may behave differently than those who do
not, potentially biasing our results.

All of the passwords in our study were collected for this
study and were not used to protect real accounts, limit-
ing ecological validity. In contrast to real-world, high-value
passwords, study participants would not suffer consequences
if they chose a weak password or forgot their password, nor
were they incentivized to adopt their normal password be-
havior beyond our request that they do so. Two recent
studies investigated the degree to which passwords collected
for research studies resemble real, high-value accounts, and
both concluded that passwords created during studies can
resemble real, high-value passwords, yet are not a perfect
proxy [18,37].

While password-guessing approaches are most successful at
modeling passwords given closely matched training data [30,
36], no major leaks of passwords contain passwords created
under 3c12 and 4c8 policies. To compensate, we trained a
probabilistic context-free grammar on the subset of pass-
words from large-scale leaks that fit those policies. We also
used this grammar to model large numbers of likely pass-
words to create the blacklists. While having very large sets
of real 3c12 and 4c8 passwords would have been strictly more
accurate, no such sets are currently available to researchers.

For the reasons described in Section 3.5, we believe PGS
models a reasonable attacker even for adaptive policies. Con-
ceivably, however, some other strategy for ordering guesses
against adaptive policies could prove to be more effective.
That said, we are not currently aware of any such attack.

4. RESULTS
We find that an adaptive policy with a large blacklist dra-
matically increased the security of passwords. Surprisingly,
this large increase in security is accompanied by only a small
impact on usability. We tested numerous interface modifi-

cations to mitigate the decrease we expected in usability.
In the absence of substantial usability decreases, however,
these interface modifications have minimal impact on either
security or usability. We detail general password character-
istics by condition in Table 2; guessability in Figure 3; and
usability in Table 3.

Participants received 55 cents for the first part of our study
and 70 cents for the second. Of the 3,391 participants who
began our study, 2,619 finished part one, 1,975 returned for
part two within three days of receiving our invitation to re-
turn, and 1,799 finished part two of the study within three
days of receiving that invitation. Other than the discussion
of dropout rates, our analysis focuses only on the 1,799 par-
ticipants who finished the entire study. Participants for
whom we detect electronic copy-pasting from keystroke tim-
ing data almost without exception report that they wrote
down their password in the survey, which suggests that par-
ticipants truthfully disclosed rates of password storage. The
number of participants per condition is shown in Table 2.
53% of participants reported being male, 46% female, and
the remaining 1% declined to answer. Participants’ mean
age was 29 years (median 29).

4.1 Impact of Structure-Based Adaptation
To examine the effect of implementing an adaptive policy,
we compared 3c12 to StructM and 4c8 to StructM4c8. These
two pairs each compare a password-composition policy with
a structure-based adaptive blacklist to one without.

The inclusion of structure-based blacklists had a profound
effect on security for both the 3c12 and 4c8 policies. As
shown in Figure 3a, after 1016 guesses, PGS had correctly
guessed roughly half as many passwords in StructM and
StructM4c8 (with the adaptive policy) compared to 3c12
and 4c8 (without the adaptive policy), respectively. The
difference between 3c12 and StructM is statistically signif-
icant (Log-Rank test, X2(1) = 23.9, p < 0.001). Because
the data for 4c8 was collected for a prior study, we did not
perform statistical testing on that comparison.
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(a) Traditional policies and adaptive policies.
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(b) Structure-based adaptive policy conditions with differ-
ent blacklist sizes.
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(c) Varying number of hints for the
structure-based adaptive policy condi-
tions.
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(d) Varying suggestion type with
structure-based adaptive policy.
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(e) Conditions with interface changes to
prevent shoulder-surfing.

Figure 3: The guessability of each password set. The x-axis shows the guess number (logarithmic scale). The y-axis shows the percent
guessed at that guess number. Lines that are lower represent passwords that are more resistant against guessing attacks.

Along with our hypothesis that adaptive policies would re-
sult in more secure passwords, which was supported by our
data, we also hypothesized that adaptive policies would re-
sult in decreased usability. Surprisingly, the structure-based
approaches with medium-sized structure blacklists in StructM
and StructM4c8 had only minimal impact on usability over
3c12 and 4c8.

We found no significant differences in our omnibus compar-
isons across all 12 conditions for these usability metrics. For
instance, we did not find the inclusion of an adaptive pol-
icy to cause participants to perceive password creation as
significantly more difficult or confusing. Similarly, we did
not find the inclusion of an adaptive policy to make par-
ticipants significantly more likely to store their passwords
on paper or electronically. Nor did we find the inclusion of
an adaptive policy to significantly impact the proportion of
participants who were able to recall their password or how
many attempts it took them to do so.

The only usability decrease that resulted from the structure-
based adaptive policy with a medium-sized blacklist was in-
creasing the number of attempts required to create a pass-
word. Specifically, participants required significantly more
attempts to create compliant StructM passwords than 3c12
passwords (KW, H(1) = 22.9, p < 0.001) and StructM4c8
(KW, H(1) = 46.8, p < 0.001). That adaptive policies cause
users to require more attempts to create a compliant pass-
word is unsurprising, though. By design, adaptive policies
must reject candidate passwords to have any effect. Be-
tween the adaptive policies, we again observed differences

in the number of attempts participants required to create a
compliant password. For participants to create a compliant
password, StructM4c8 required significantly more attempts
than StructM (KW, H(1) = 5.48, p < 0.019). StructM4c8
also required significantly more time to submit a first at-
tempt, whether compliant or not, than StructM (KW, H(1)
= 7.34, p < 0.020).

4.2 Structure-Based vs. String-Based
Our experimental design allows for some limited comparison
between the StructM and StringM approaches. Because op-
timal configurations for the Leininger et al. [33] and Schecter
et al. [42] approaches have not yet been established, results
of these comparisons should not be generalized beyond our
particular configurations.

Under the configurations we tested in StructM and StringM,
whose blacklists were built using the same source passwords,
we find that StructM produces passwords roughly twice as
difficult to guess as StringM (46.8% vs 25.4% cracked at
cutoff, LogRank, X2(1) = 20.9, p < 0.001), with similar
usability results. In fact, the guessability of the string-
based StringM did not differ significantly from 3c12 (49.1%
vs 46.8% cracked at cutoff, LogRank, X2(1) = 0.431, p <
0.735), which did not have an adaptive component.

Intuitively, the security improvement occurs because black-
listing a structure eliminates many potentially common pass-
words at once, whereas blacklisting a string eliminates only
one. In terms of usability, a key factor is that it is trivial
to quickly and automatically suggest a modified password
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Agree password creation confusing Omni. χ2
13=43.3, p<.001

cond.1 % cond.2 % χ2
1 p-value

StringM 6.94 StructL 19.5 12.3 .003
StructXL 21.5 18.2 <.001

StructM 9.39 StructL 19.5 7.03 .040
StructXL 21.5 11.6 .005

Agree password creation difficult Omni. χ2
13=39.1, p<.001

cond.1 % cond.2 % χ2
1 p-value

StringM 26.4 StructL 43.4 11.1 .009

StructM 31.5 StructMHyb 45.1 7.75 .032

Password creation attempts Omni. KW χ2
13=143, p<.001

cond.1 mean cond.2 mean χ2
1 p-value

3c12 1.50 StructM 2.08 22.9 <.001
StructM4c8 2.39 46.8 <.001

StringM 1.50 StructL 2.51 33.3 <.001
StructXL 2.58 68.0 <.001

StructM 2.08 3c12 1.50 22.9 <.001
StructM4c8 2.39 5.48 .019
StructXL 2.58 11.2 .004

StructMSV 1.88 StructMHyb 2.17 6.96 .05

Password entry time during creation (s) Omni. KW χ2
13

=33.9, p=.001

cond.1 median cond.2 median χ2
1 p-value

StructM 50.4 StructM4c8 42.5 7.34 .020

Password entry time during recall (s)
Omni. χ2

13=37.8, p<.001

cond.1 median cond.2 median χ2
1 p-value

StructXL 30.3 StringM 23.3 11.5 .006

% Cracked (Log-Rank test)

cond.1 % cond.2 % χ2
1 p-value

3c12 49.1 StructM 25.4 23.9 <.001
StructL 17.6 42.7 <.001
StructXL 14.1 73.3 <.001
StructM3Hint 25.0 23.9 <.001
StructMNoHint 19.6 27.9 <.001

StringM 46.8 StructL 17.6 38.9 <.001
StructM 25.4 20.9 <.001
StructXL 14.1 68.6 <.001

StructM 25.4 StructM4c8 28.5 16.2 <.001
StructXL 14.1 11.2 <.003

Table 3: The statistically significant pairwise differences among our metrics.

that is close to the user’s original attempt but still guaran-
teed to pass the structure check. Because any string-based
password that is rejected is itself already a popular pass-
word, how one might automatically generate a minimally
different, yet secure, password is non-obvious.

Although passwords created under StructM were significantly
more secure than those created under StringM, we did not
observe significant differences between these two conditions
for any of our usability metrics. As we describe later, how-
ever, we did find StringM to have significant usability ad-
vantages over the structure-based policies configured with
larger blacklists.

While more research comparing these approaches is neces-
sary, our results suggest that a system administrator with
access to a limited list of passwords with which to generate
an initial blacklist should use a structure-based, rather than
string-based, approach.

4.3 Varying Blacklist Sizes
Having found that implementing an adaptive system led to
far more secure passwords while incurring minimal usability
cost, we also explored how varying the size of the blacklists
would impact security and usability. As we detailed in Sec-
tion 3.4, these blacklists of different sizes should primarily
be interpreted as proxies for different points in time during
the life cycle of an adaptive policy, rather than configuration
options. We also evaluated how these structure-based black-
lists of different sizes compared to the medium size string-
based blacklist. To do so, we compare the following four
conditions: 3c12, StringM, StructM, StructL, StructXL.

The security of the passwords generally increased with the
size of the blacklist, as shown in Figure 3b. Compared to
3c12, significantly fewer StructL and StructXL passwords
were guessed (Log-Rank test, 3c12 vs StructL, X2(1) = 42.7,

p < 0.001; 3c12 vs StructXL, X2 = 73.3, p < 0.001). Sur-
prisingly, the guessability of StructL and StructXL did not
differ significantly, suggesting that at structure blacklists of
those sizes, the probability of a user creating a password with
the next most common structure over any other permitted
structure is very small.

Unsurprisingly, password creation generally required less ef-
fort in conditions with smaller blacklists. In essence, pass-
word creation becomes harder over time in an adaptive sys-
tem. StructM required significantly fewer creation attempts
than StructXL (KW, H(1) = 11.2, p < 0.004). In contrast,
the time to create passwords on the first attempt did not dif-
fer significantly across conditions. This finding makes sense
because participants in all conditions were shown the same
text and interface during the first creation attempt.

Participants in conditions with smaller blacklists found pass-
word creation less difficult than those in conditions with
larger blacklists. Participants in StructM rated password
creation as less confusing than participants in StructL (Chi-
squared, X2(1) = 7.03, p < 0.040) or in StructXL (Chi-
squared, X2(1) = 11.6 p < 0.004).

Despite these differences during password creation, we ob-
served few differences across conditions in terms of password
recall, suggesting that password memorability does not de-
crease significantly for users who create passwords later in
the adaptive process. More precisely, the rate at which par-
ticipants stored their passwords did not differ significantly
across conditions (omnibus X2(13) = 16.3, p = 0.233).
The number of attempts participants required to recall their
password also did not differ significantly across conditions
(omnibus KW, H(13) = 9.21, p = 0.757).

All structure-based blacklists we tested resulted in more se-
cure passwords than the string-based blacklist we tested.
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That is, compared to StringM, fewer StructM, StructL, and
StructXL passwords were guessed (Log-Rank test, StringM

vs StructM, X2(1) = 20.9, p < 0.001; StringM vs StructL,
X2(1) = 38.9, p < 0.001; StringM vs StructXL, X2(1) =
68.6, p < 0.001).

Although it was less secure than the structure-based adap-
tive conditions, the string-based adaptive condition was gen-
erally more usable, requiring significantly fewer creation at-
tempts than condition StructL (KW, H(1) = 44.0, p < 0.001)
or StructXL (KW, H(1) = 68.0, p < 0.001). Participants in
StringM rated password creation as significantly less difficult
(Chi-squared, X2(1) = 11.1, p < 0.008) and less confusing
(Chi-squared, X2(1) = 12.3, p < 0.003) than participants
in StructL. Participants in StringM required less time to
recall passwords than StructXL participants (Chi-squared,
X2(1) = 11.5), p = 0.006) even though, as stated earlier, we
did not observe significant differences in the memorability
of those passwords.

4.4 Number of Suggested Modifications
We initially hypothesized that structure-based adaptive poli-
cies would cause a profound loss in usability. Therefore, we
focused a number of conditions on the feedback given to
users when their password was rejected. In those cases, the
system would suggest modifications to the user’s rejected
password to make it compliant.

We tried varying the number of suggested modifications (one
suggested modification versus three), as well as not suggest-
ing any modifications. However, varying the number of sug-
gested modifications did not have an impact on either secu-
rity or usability.

In particular, we made pairwise comparisons across condi-
tions StructMNoHint, StructM, and StructM3Hint. We did
not observe statistically significant differences in the rela-
tive guessability of any of the following three condition pairs
(Log-Rank test, StructM3Hint vs. StructM X2(1) = 0.06, p
= 1.0; StructMNoHint vs. StructM X2(1) = 1.887, p =
0.678; StructMNoHint vs. StructM3Hint X2(1) = 1.415, p
= 0.703). Similarly, we did not find any pairwise compar-
isons for our usability metrics to have statistically significant
differences.

We also calculated how many participants saw a hint, as
well as how many accepted the hint’s advice. In condition
StructM, 75 of 213 participants saw at least one hint gener-
ated by the adaptive password policy during password cre-
ation, similar to the hint shown in Figure 1. Of those 75,
slightly less than half (34) did not accept the advice shown in
the hint and attempted to create an entirely new password,
while the remaining 41 participants followed the guidance
provided by the feedback.

4.5 Insertion vs. Substitution Feedback
We also examined the type of suggestions the adaptive sys-
tem makes for rejected passwords. We compared StructMIns,
StructMSub, and StructM, which respectively gave partici-
pants feedback that suggested either inserting a character,
substituting a character, or one of the two (with equal proba-
bility). The locations of the character insertion/substitution
suggestions were chosen randomly. We did not observe any
significant differences in usability across these conditions.

4.6 Shoulder Surfing of Suggestions
As detailed in Section 3.4, we varied the suggested modifi-
cations in ways designed to minimize the information shown
on screen, experimenting with showing structures instead of
the actual password in either the suggestions, and as the
user types their password. We expected that minimizing
this information would decrease usability, yet would min-
imize the advantage to a shoulder-surfing adversary. To
evalute this, we compared StructM, StructMHyb, StructMS,
and StructMSV. Because the extra information gleaned from
shoulder surfing is not modeled in our guessability analyses,
we did not expect to observe differences in guessability.

As expected, these conditions did not differ significantly in
guessability. Surprisingly, though, we also observed mini-
mal impact on usability. Although 45% of participants in
StructMHyb said creating a password was difficult, which
was marginally higher than the proportion of participants
StructM (32%) who shared the same sentiment (Chi-squared,
X2(1) = 7.75, p < 0.032), we did not observe any other sig-
nificant differences in usability.

5. DISCUSSION
Overall, we found that applying a structure-based adaptive
policy to 3c12 was beneficial, substantially increasing secu-
rity with a comparatively mild negative effect on usability.
The effect on security was dramatic; about half as many
passwords were cracked in condition StructM as in 3c12. Sur-
prisingly, although participants on average required more at-
tempts to create compliant passwords in condition StructM
than 3c12, participants did not rate password creation as
significantly more difficult. More importantly, the number
of attempts required to recall their password, password en-
try time, and the fraction of participants who stored their
password did not differ between conditions, suggesting that
the structure-based adaptive policy does not negatively af-
fect password memorability.

Varying the structure blacklist size, our proxy for an increase
in the number of users of a given adaptive system, had pro-
found effects on the security of passwords. As more users
join the system and more structures are banned, new users
are creating far more secure passwords than the initial users
of the system. As expected, larger blacklists caused partici-
pants to require more creation attempts, yet this mostly did
not increase participants’ perceived difficulty of the task,
in contrast to prior experiments (e.g., [45]). Interestingly,
StructXL had no security benefits over StructL, suggesting
that the security benefits may have diminishing returns as
the structure blacklist grows. Taking into account these di-
minishing returns, as well as the security disadvantages of
blacklisting a structure after a single use (Section 3.5), we
recommend blacklisting a structure only after multiple uses.
Based on the diminishing returns of blacklisting structures,
it could be beneficial to increase the number of uses before
a structure is blacklisted as the number of passwords in the
system increases. For systems with huge user bases (e.g.
Google, Facebook, Twitter) this concept may become more
important. We also suggest bootstrapping this system with
the few thousand most common structures and letting the
blacklist grow over time; this significantly increased resis-
tance to guessing attacks with minimal usability sacrifices.

Neither varying the number nor removing hints altogether
had a significant impact. Only about half of participants
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who saw a hint (34 of 75) in condition StructM used the
suggested password. This could be because participants felt
they could make passwords that were more memorable, yet
would still satisfy the requirements, or felt it would be more
secure to use their own changes.

Based on prior work [20], we expected participants to find
insertion suggestions more usable than substitution sugges-
tions. However, we did not find this to be the case. At the
same time, we found no significant differences with respect
to the resistance of such passwords to guessing attacks.

A drawback of any password-creation feedback interface is
that it could risk revealing information to attackers about
the password through shoulder-surfing attacks. We hoped to
minimize the impact of shoulder surfing by providing some-
what obfuscated feedback to participants. With minor ex-
ceptions, we found no significant differences according to our
strength and usability metrics. As a result, we recommend
the techniques used in StructMS, or StructMSV if real-time
feedback is desired.

6. CONCLUSION
We evaluated string- and structure-based adaptive password
policies, finding that adaptive policies provide significant se-
curity benefit with seemingly little usability cost, and should
be considered for use in environments with large numbers
of users. To balance usability and security, we recommend
augmenting a strong password-composition policy with a
structure-based adaptive system.

Surprisingly, the feedback system we tested did not improve
usability as we had expected. Regardless of the type of feed-
back provided, participants made significantly stronger pass-
words with structure-based blacklists than without them,
leading us to speculate that simply instructing participants
who attempted to create blacklisted passwords to try to cre-
ate a password with an uncommon sequence of character
classes was sufficient; this should be investigated in future
work. We find that obfuscating suggested passwords by their
character-class representations, or not giving feedback at all,
to be as usable as feedback approaches that are more vul-
nerable to shoulder surfing.
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ABSTRACT
In this paper we present a replication and extension of the
study performed by Florêncio and Herley published at SOUPS
2010. They investigated a sample of US websites, examining
different website features’ effects on the strength of the web-
site’s password composition policy (PCP). Using the same
methodology as in the original study, we re-investigated the
same US websites to identify differences over time. We then
extended the initial study by investigating a corresponding
sample of German websites in order to identify differences
across countries. Our findings indicate that while the web-
site features mostly retain their predicting power for the US
sample, only one feature affecting PCP strength translates
to the German sample: whether users can choose among
multiple alternative websites providing the same service.
Moreover, German websites generally use weaker PCPs and,
in particular, PCPs of German banking websites stand out
for having generally low strength PCPs.

1. INTRODUCTION
Creating a password usually requires adherence to a pass-
word composition policy (PCP). Florêncio and Herley [5]
analysed the PCPs of 75 different websites in 2010 and re-
ported a high diversity. They investigated several website
features (e.g. whether the user name is publicly visible, the
value of the resources protected by the password, or whether
the website advertises on other websites) in order to iso-
late those features that influence the PCPs’ strength. They
found that the security-related features of a website did not
correlate with the PCPs’ strength. Instead, those websites
which were not affected by the consequences of bad usability
(e.g. government sites, because users have no alternative),
had the strongest PCPs.

However, it has been several years since their investigation
and one might wonder: Has the landscape of PCPs on the
Internet changed since their initial investigation? Have In-
ternet PCPs become more or less strict? Have the originally-
analysed features lost or gained influence on the strength of
PCPs? Also, the original study only examined US websites.

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
Symposium on Usable Privacy and Security (SOUPS) 2017, July 12–14,
2017, Santa Clara, California.

Thus, it remains an open question whether the features have
the same influence on PCP strength of other countries’ web-
sites.

We decided to investigate these questions in a replication of
Florêncio and Herley’s study [5] (original study), extended
by the inclusion of a corresponding sample of German web-
sites. Thereby, our goal was not only to revisit the original
research questions of Florêncio and Herley [5], but to ex-
plore whether a comparison of PCPs over time, and across
country borders, yields new findings.

Our results indicate that the US PCPs have become, on
average, stronger in the intervening years. For the US sam-
ple, most features retain the predictive power with respect
to the strength of a website’s PCP found in the original
study. However, only one of the features used in the orig-
inal study emerges as a reliable predictor for the German
sample: websites facing a potential loss of users due to poor
usability are more likely to have weaker PCPs. Further-
more, German websites employ, on average, weaker PCPs
than US websites (see Figure 1). In particular, the PCPs
used by German banking websites are significantly weaker
than those of US banking websites and also exhibit the low-
est average PCP strength in the German sample. This find-
ing, combined with the identified predictive factor, “user has
choice” may indicate that German banks are especially keen

Figure 1: Histogram of PCP strengths (according to
the method used in [5]) of the three samples.
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to offer the most user-friendly experience in order to not lose
customers due to poor usability.

In the following, we first describe the original study by Florên-
cio and Herley in detail and present related work. Then, we
describe the methodology of this replication study, including
our research questions. Thereafter, we present the results for
the individual samples in relation to our four research ques-
tions. The results are discussed with respect to our research
questions afterwards. Finally, we present the conclusions,
which we draw from this study.

2. ORIGINAL STUDY
In the original study, Florêncio and Herley [5] investigated
the strength of PCPs of 75 different US websites. They
sampled websites according to different categories: 15 top
traffic websites (determined by Quantcast1 traffic rank of 20
or higher), 8 high traffic websites (determined by Quantcast
traffic rank of 101 to 110), 8 medium traffic sites (determined
by Quantcast traffic rank 1001 to 1010), 9 banking websites
(the top ranked US banks and brokerages), 10 websites of
large universities (determined by their 2006 enrolment num-
bers), 10 websites of the universities with the top computer
science departments (determined as per U.S.News), the 10
government websites with the highest traffic (determined by
Quantcast traffic rank), and 7 miscellaneous sites “for com-
parison interest” [5]. Websites without account systems were
simply dropped from their sample. Two websites appeared
in two different categories each and were considered in both
categories during the analysis.

For all these websites, the PCPs were determined using the
following procedure. If possible, an account was created
on the website. In case this was not possible, the authors
relied on published password policies. To find them, they
performed a web search and considered only the first PCP
they found.

For each of the identified PCPs, they calculated the mini-
mum strength of the PCP using Nmin · log2 (Cmin) where
Nmin is the minimum length allowed by the PCP and Cmin

is the cardinality of the minimum character set required to
fulfil the PCP2. Their reasoning behind choosing a minimum
strength measure is that the intent of PCPs is to enforce a
minimum strength among passwords on a website and users
usually wont choose passwords which are much more secure.
They acknowledge that it is not a perfect measure and does
not model guessing resistance, but argue that it preserves
the ordering of PCPs in terms of burden on the user. In this
paper, we refer to the minimum strength of a PCP with-
out explicitly including the term minimum for readability’s
sake. We simply refer to it as PCP strength.

Using this sample of PCPs and their respective strengths,
they investigate the effects of the following website features:

1. Observation and evidence with regard to breaches.
1www.quantcast.com
2Note the following two aspects of the original methodology,
which were not explicitly mentioned in [5]: (1) if a password
requires special characters, Florêncio and Herley [5] used a
cardinality of 34 to calculate the PCP strength, regardless
of the number of special characters actually allowed by the
PCP, and (2) if a password allowed four character sets, but
required only 3, they included letters instead of special char-
acters in all instances.

2. The size of the service as determined by traffic rank
and number of users.

3. Whether the user name is public on the website.

4. The value of the resources protected based on the type
of website.

5. The extractable value of the resources protected based
on the monetisation of data gained from breaches.

6. Who lives with the consequences of a breach as deter-
mined by the policies of the websites.

7. Whether third party advertising is accepted on that
website as determined by the Quantcast advertising
information.

8. Whether the site advertises as determined by the use
of Google Sponsored Links of that website.

9. Whether the user can choose alternative websites of-
fering the same service.

Thereby, they argue that features related to security (i.e.
features 1-6) might increase the PCP strength and the fea-
tures related to attracting users (i.e. features 7-9) might
decrease PCP strength.

All their comparisons use the median as measure of central
tendency for the strength values. They find that none of the
security related features have an effect on PCP strength.
However, all features related to attracting users have the
anticipated effect, i.e. websites that either advertise them-
selves, display advertisements of third party websites, or
those where users can choose alternatives are more likely
to have weaker PCPs.

3. RELATED WORK
Aside from Florêncio and Herley’s study, several different
aspects of PCPs have been the focus of other studies. In the
following, we present selected related research.

Komanduri et al. [9] investigated the security and usability
properties of five different constructed (i.e. not taken from
the wild) PCPs in an online study. They found that rela-
tively simple password composition policies like mandating
at least 16 characters and no other restrictions (i.e. their
basic16 policy) yield much better security and usability re-
sults than mandating a length of at least 8 characters as well
as the usage of uppercase letters, lowercase letters, numbers
and symbols (i.e. their comprehensive8 policy).

Follow-up studies using similar constructed PCPs and focus-
ing on the security [8] or both, security and usability, [18,
19] of PCPs could replicate these findings: the typical com-
prehensive8 PCPs are among the weakest PCPs in terms of
guessing resistance and also exhibit unfavourable usability
properties. The authors recommend exchanging any com-
prehensive8 PCP in use with one of three alternatives they
identify in their study as exhibiting better security and bet-
ter usability properties.

Focusing on PCPs used by websites in the wild, Kuhn and
Garrison [10] conducted a survey of the difference in PCP
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strength over a period of two years. Their assessment of se-
curity was based solely on the minimum length of the pass-
word mandated by the PCP and therefore uses a much sim-
pler measure than Florêncio and Herley [5] in their study.
They found that more websites used PCPs in 2009 than in
2007 and that the mandatory length of passwords imposed
by those PCPs increased in the same time frame.

Employing a similar methodology for the selection of their
PCP sample as Florêncio and Herley, Seitz et al. [17] anal-
ysed the PCPs of the top 100 German websites (according to
Alexa rankings). Their focus however, was to evaluate the
potential of password reuse among these sites. They found
that despite the great diversity among the PCPs, it is fairly
easy to find a password that can be reused on virtually all
websites.

Also considering the traffic rank of websites as an impor-
tant factor, Preibusch and Bonneau [16] find that high traffic
rank websites (determined by Alexa ranks) are more likely
to attempt to prohibit password sharing among users by
blocking listings of credentials at the password sharing com-
munity bugmenot.com.

Focusing on the practical aspects of password security, Florên-
cio et al. [6] summarise the password research relevant for
system administrators. They present findings relating to the
guessing resistance required to withstand offline and online
attacks and also discuss implementation details such as ap-
propriate hash functions. They advise to consider in the
formulation of PCPs, that offline guessing attacks are much
less frequent than originally thought and that online guess-
ing attacks should be the focus when it comes to determining
the guessing resistance of passwords.

In another work focused at practitioners, Zhang-Kennedy
et al. [25] investigate long standing password management
and composition rules. They discuss the viability of these
rules based on the results of current research. Based on their
findings, they introduce an updated set of password rules,
aimed at decreasing the burden on users.

Aiming at increasing the security of existing PCPs in prac-
tice, Blocki et al. [2] describe a theoretical model for op-
timising password composition policies by maximising the
PCP’s minimum entropy from a set of sample passwords
chosen by users.

4. METHODOLOGY
In conducting our replication of the original study by Florên-
cio and Herley [5], we computed the strength of the PCPs
used in 2016 on those US websites used in the original study
and re-investigated correlations between the websites’ fea-
tures as identified in [5]. We also applied their approach
to a corresponding German sample. We chose a German
sample in addition to the US ones for technical reasons: as
Germans we can easily understand the PCP descriptions and
conduct follow-up studies.

The purpose of our study is to investigate to which extent
the results of the original study can be generalised across
time and different countries, i.e. for which website features
there exist differences between samples and where there exist
none. Based on the results of our analyses, we answer the
following questions:

RQ1: Has the average PCP strength in the US sample
changed since the original study?

RQ2: Do the effects of the website features on the PCP
strength from the original study still apply to the USA
2016 sample?

RQ3: How do the German and US samples compare in
terms of PCP strength?

RQ4: Do the effects of the website features on the PCP
strength from the original study translate to the Ger-
man sample?

To ensure comparability with the original study, we em-
ployed the methodology as used by Florêncio and Herley
[5] as closely as possible. However, in order to render our
investigation viable and its results meaningful, we needed to
adapt the methodology in some respects. In the following,
we detail the alterations to the original study’s methodol-
ogy. Where not stated differently, we replicated the original
methodology as described in section 2. All PCP data was
collected in January 2016.

4.1 Identification of US Website Samples
For the US sample, we used the 75 websites from the original
sample of Florêncio and Herley [5]. Five of these were ex-
cluded from our investigation due to the following reasons:
highschoolsports.net was no longer available at the time of
the survey, youtube.com now uses the google.com user ac-
count system, ask.com as well as hollywood.com seem no
longer to have a user account system, and typepad.com did
not provide information about its PCP on the website. Ac-
count creation would have required us to provide payment
details. The remaining 70 websites were all included in our
investigation. A list of all websites in the US sample can be
found in the appendix in Table 5.

4.2 Identification of German Website Sample

We collected a comparative sample of 67 German websites.
A list of all websites can be found in the appendix in Table
6. The websites were collected according to the categories
defined in the original study: top, high, and medium traffic
sites as well as banks, universities and government websites.
We did not consider the miscellaneous category for the col-
lection of the German sample due to its ambiguity. In the
following, we describe the collection of the German website
sample in detail.

German Top, High, and Medium Traffic Websites.
Florêncio and Herley used the traffic rank information from
the Quantcast service to identify top, high, and medium traf-
fic websites. However, the service does not seem to provide
reliable traffic rankings for German websites. While the site
offers a list of the top 100 German websites, it does not seem
to be representative of actual usage, e.g. none of the search
engines included in popular browsers (Google, Bing, and Ya-
hoo) appear. We thus used the alternative Alexa3 rankings,
since their list of German website rankings seemed much
more representative and they have also been used in other
pertinent studies (e.g. [17, 16]).

3www.alexa.com/topsites/countries/DE
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Analogously to the original study, we used the ranks 1 to
20 and 101 to 110 for the top and high traffic categories
respectively. Since the Alexa service only provides the 500
most visited websites, it was impossible to choose the ranks
1001 to 1010 for the medium traffic websites, as chosen in
the original study. Therefore, we approximated by using the
last ten ranks provided by Alexa4. As in the original study,
websites without account systems were discarded.

German Banking Websites. For the banking category,
we chose several of the largest banks in Germany [4, 11].
Unfortunately, some banks do not offer information about
their policies on their websites. Therefore, we could only
include four of the ten largest traditional German banks
(i.e. banks with brick and mortar branch offices) and five of
the ten largest German online-only banks (i.e. banks with
no branch offices and only an online presence).

German University Websites. The German university
websites used in this study represent the largest German
universities, based on official government statistics [22]. The
websites of the best-rated computer science departments are
based on the CHE university ranking [24].

German Government Websites. Florêncio and Herley
used the ten highest traffic websites with a .gov top-level do-
main. Germany does not have an equivalent to the US .gov

domain, so we resorted to a different identification proce-
dure. First, we manually identified the government websites
on the Alexa list of the 500 most frequently-visited websites.
This yielded only 5 government websites with an account
system. To gather additional government websites for our
sample we consulted a report comprising an extensive list
of German government websites [14]. Using this list, we
were able to identify an additional three websites with user
account systems.

4.3 Identification of PCPs
The approach we took in order to identify the PCPs of both
samples (USA 2016 and GER 2016) was similar to the one
applied in the original study. Where possible, we created an
account on the website5. Sometimes we used demo accounts
to check the password policies. If neither of these approaches
was possible, a web search was used to locate the PCP. For
the US websites with multiple account systems, we used the
PCPs for the same account systems as used in the original
study, to support a meaningful comparison. On German
websites with multiple account systems, we used the first
PCP we found (analogously to the original study).

4.4 Website Accepts Advertising
We collected data regarding the placement of advertisements
on the website. The original study relied on the advertis-
ing info provided by the Quantcast service to decide whether
websites displayed advertisements from third party websites.

4Note, we can report Alexa ranks for the websites of the
other categories in our sample, since it is possible to query
the Alexa database for any website to get its rank. The
identification of the medium traffic websites is hindered since
the inverse is not possible (i.e. querying the Alexa database
with a specific rank to get the corresponding website).
5Note, in some cases, it was not possible to create an actual
account, but instead only to carry out the registration pro-
cess. While no account was created, this process still gave
us access to the PCP.

Figure 2: Scatterplot showing the difference in
PCP strength (as determined by minimum password
strength) for the US sample over time. Each point
represents one website. The websites above the di-
agonal have adopted a stricter PCP since 2010, the
websites below the diagonal have adopted a more
lenient PCP.

This information is no longer available. We applied a man-
ual approach. We visited each of the websites and navi-
gated through the pages. If we found any advertisements,
we categorised the respective website as having this feature,
otherwise not.

5. RESULTS
In this section, we first present the results for the PCP’s
strength and then the results for the nine features6 from
the original study and their effects. Note that we refer re-
peatedly to the three samples, which relates to our German
website sample (GER 2016) and our updated US website
sample (USA 2016) as well as the US website sample from
the original study (USA 2010). All correlations reported
here were calculated using Pearson’s correlation coefficient
r using the R statistics system. Table 1 gives an overview
of the investigated effects, the results of the original study,
and the results of our own investigation.

5.1 Strengths of PCPs
The average strength of the US sample has grown signifi-
cantly from 35.7 bits in 2010 to 41.4 bits in 2016, whereas
the maximum values have declined from 79.0 bits to 71.5
bits respectively. The increase in average PCP strength is
caused by 37 websites adopting a stronger PCP than in 2010,
while only 8 websites adopted a weaker PCP. The remain-
ing 25 websites did not change their PCP from 2010 to 2016.
Figure 2 depicts the change in PCP strength over time in
the US samples.

6We wont motivate the individual features in this work. In-
stead, we would like to refer the interested reader to the
description in the original study [5] for a detailed descrip-
tion explaining the selection.
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Table 1: Overview of the investigated website features and their hypothesised as well as actual effects on
PCP strength. “↑” indicates an increase in strength, “↓” indicates a decrease in strength, “-” indicates no
effect.

Hypothesised effect Actual effect on PCP strength
Website feature on PCP strength [5] USA 2010 USA 2016 GER 2016
Observation and evidence

↑

- - -
Size of the service - - -
User name public - - -
Value of the resources protected - - -
Extractable value of the resources protected - - -
Who lives with the consequences of a breach - - -
Advertising accepted

↓
↓ ↓ -

Site advertises ↓ - -
User has choice ↓ ↓ ↓

Table 2: The median PCP strengths of the websites in the three samples. German websites generally employ
weaker PCPs. In particular German banking websites stand out, exhibiting the lowest average in all three
samples.

Traffic Website type
Sample Overall Top High Medium Bank University Government Others
USA 2010 35.7 19.9 19.9 36.2 31.0 41.7 47.6 19.9
USA 2016 41.4 26.6 41.5 46.5 35.7 47.6 52.7 29.9
GER 2016 26.6 26.6 25.8 19.9 16.6 30.8 47.6 26.6

In comparison to the USA 2016 sample, the German 2016
sample shows a much smaller median of 26.6 bits and also a
slightly lower maximum of 59.3 bits. The minimum is equal
for all samples (3.3 bits), due to Wikipedia being present in
all samples. Figure 1 depicts the distribution of the PCP
strengths for all three samples. While the range decreased
in the US samples from 2010 (75.7 bits) to 2016 (68.1 bits)
and is even smaller for the German sample (55.9 bits), it
remains very large in all samples.

Table 2 shows the differences between the samples for the
different categories of websites distinguished in the original
study. It becomes apparent, that the average PCP strengths
have increased in the US sample for all categories. When
comparing the the two samples from 2016, German websites
employ on average weaker PCPs in every category. Figure
6 in the appendix illustrates the distributions of the PCP
strength per category of all three samples.

5.2 Observation and Evidence
One might argue that website providers learn from past
events and derive the PCPs from past experiences. Florên-
cio and Herley approached this question in the original study
based on argumentation and while their arguments still hold
today, we also applied an evidence-based approach in our
investigation using information related to whether the US
websites had been affected by a password-related breach or
leak in the years between 2010 and 2016. To that end, we
conducted web searches for each website in the US sam-
ple, in order to identify whether it had been affected by a
password breach or leak since the original study. We used
the Google search engine with the search terms “password
breach”, “password leak”, “password hack”, and “password
incident”, each in combination with the respective website’s
name. If we found a security incident exposing password

data7 on the first five pages of search results, we classified
a website as having been victim of a breach or leak. Table
5 in the appendix shows the individual classification of each
website in the US sample. This classification is, admittedly,
only an approximation. Not all leaks are made public, which
decreases the precision of our approach.

Using the classification, we split the websites into three cate-
gories: those having increased the the strength of their PCPs
in the time between 2010 and 2016, those having reduced the
strength of their PCPs in that time frame, and those with no
change in their PCPs. We hypothesised that if websites op-
erated on their past evidence, then websites that had been
the target of a breach since 2010 would be more likely to
have increased the strength of their PCPs. Table 3 shows
the frequencies of websites classified as detailed above.

We conducted a Fisher’s exact test to investigate the effect
of websites being affected by a breach on the PCP strength
of those websites. It yielded no significant results (FET:
p = 0.415). Thus, the hypothesis that past breaches have
an effect on PCP strength has to be rejected.

5.3 Size of the Service
Florêncio and Herley [5] hypothesised that PCP strength
correlates with (a) the size of a website (as determined by
the number of user accounts on that site) and (b) the traffic
generated by the website (as determined by the Quantcast
traffic rank, see section 2 for details). They reject these
hypotheses based on the observation that top-traffic services

7Indirect attacks such as abusing reset mechanisms were not
considered a breach or leak in the sense of our investigation
since the actual password is not revealed when security ques-
tions are easily guessed. Also, attacks leaking passwords
in the clear (such as phishing) were not considered, since
stronger passwords do not protect against these kinds of at-
tacks.
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Table 3: Frequencies of websites classified along the
two characteristics: (a) whether a website has been
victim of a breach or not and (b) whether the web-
site uses a stronger, weaker, or unchanged PCP.

PCP is
Stronger Unchanged Weaker

Breach 13 6 1
No breach 24 19 7

with many users (such as Facebook or GMail) have much
weaker PCPs than universities which have significantly lower
traffic ranks and also lower numbers of users (approximated
from undergraduate enrolment). Since the traffic ranks in
2016 do not match the original sampling and in some cases
deviate significantly from their 2010 ranks (e.g. Myspace
had rank 16 in 2010 and ~1000 in 2016), a direct comparison
is not possible.

However, since the original study, the top traffic websites
have increased their number of users, e.g. Facebook from
~400 million to ~1700 million [21] or GMail from 91 million
to 1000 million [20]. In contrast, in the same time frame
the number of student enrolments remained steady for the
lower traffic examples used by Florêncio and Herley [5], e.g.
Ohio State University 51800 in 2010 and 51759 in 2016 [15].
Hence Florêncio and Herley’s argument seems to hold. How-
ever, it must be acknowledged that the measure chosen by
Florêncio and Herley for the approximation of the number of
university user accounts (i.e. undergraduate student enrol-
ments) might not be optimal (see section 7 for a discussion
of this limitation).

In addition, we conducted a correlation analysis for our Ger-
man sample based on the Alexa ranks. We found a weak
negative correlation between the Alexa ranks of the web-
sites in the German sample and the strength of their PCPs
(r = −0.16). Thus, our results support the findings of the
original study for the German sample as well.

5.4 User Name Public
When user names are publicly available, bulk guessing at-
tacks, where attackers try only the most frequent passwords
for all accounts known to them, become much more viable.
Therefore, Florêncio and Herley hypothesised that websites
with public user names might employ PCPs with a higher
average strength. They assumed social networks’, auction
websites’ and email providers’ user names to be public and
stated that for universities the user name is often public
as well. For the US sample, the findings from the original
study can be directly transferred: a Wilcoxon rank sum test
results in rejecting the hypothesis that there is a difference
in PCP strength between websites with public user names
and websites where user names are not publicly accessible
(W = 648.5, p = 0.674).

For the German sample it is of note that university user
names do not seem to be public in general. Some universi-
ties from our sample use the student id number (e.g. Fer-
nUniversität Hagen), the student email address (e.g. Goethe
Universität Frankfurt) or personal information such as first
and last name (e.g. Universität Köln), and this might make
bulk guessing easier. However, there are also universities in
our sample which explicitly use random user names (e.g. TU

Figure 3: Histograms for the three samples, show-
ing the distributions for websites that display third
party advertisements and those that do not.

Darmstadt or Universität des Saarlandes). In particular, for
most German universities this information is not publicly
available. However, even with this difference, a Wilcoxon
rank sum test results in a rejection of the hypothesis that
there is a difference in PCP strength between websites with
public user names and websites where user names are not
publicly accessible (W = 456.5, p = 1.000). Our findings
fully support the findings of the original study for all sam-
ples.

5.5 Value of the Resources Protected
While investigating the values of the resources protected in
the USA 2016 sample, the same trend already described in
the original study became apparent. Financial services have,
on average, more lenient PCPs than government websites.
In particular, the same example from the original study still
holds. Both, Fidelity (increase in PCP strength since 2010)
and Paypal (no difference in PCP strength since 2010), still
have weaker PCPs than USAJobs (no difference since 2010).
Table 2 shows the average PCP strengths of banking web-
sites for all samples. German banking websites have the low-
est average PCP strengths of all three samples (16.6 bits).
US banking websites have significantly higher average PCP
strengths in both 2010 and 2016.

5.6 Extractable Value of the Resources
Protected
Florêncio and Herley hypothesise that the extractable value
of user accounts might increase the PCP strength of respec-
tive websites. To identify the websites considered the most
valuable, they consider those heavily targeted by phishers,
since they argue that these represent the websites whose
accounts offer the best monetisation. In contrast to their
hypothesis, they find that the most phished brands in 2009
all have relatively low strength PCPs.

For the extractable value of the resources protected by the
respective passwords, we see the same effects as described
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Table 4: The median PCP strengths of the websites
in the three samples in relation to whether they ac-
cept third party advertisements, whether the web-
sites advertise themselves, and whether the user can
choose alternative websites.

Accepts ads Advertises User choice
Sample Yes No Yes No Yes No
USA 2010 19.9 41.1 31.0 35.7 19.9 41.6
USA 2016 19.9 47.6 47.6 41.4 26.6 47.6
GER 2016 26.6 26.6 22.9 26.6 26.2 31.0

in the original study. According to the APWG [1], financial
websites are still among the ones most heavily targeted by
phishers. Close to 19% of phishing attacks target this sector.
In contrast, less than 2% of attacks target government and
education websites, both of which have much higher average
PCP strengths.

5.7 Who Lives with the Consequences of a
Breach
When a service has to compensate users for possible conse-
quences, this financial threat could be a reason for website
providers to enforce stronger PCPs. As noted in the origi-
nal study, this was not the case in 2010. Our investigation
provides even more evidence in this regard. Banks are still
among the websites employing weak PCPs in all samples
(in particular in the German sample). Yet they often com-
pensate users for unauthorised transactions [5]. In Germany,
account holders only have to cover the first 150AC themselves.
Our investigation fully supports the original study’s findings.

5.8 Advertising Accepted
Some websites generate their revenue through third party
advertisements. Table 4 shows the median PCP strengths
for the websites displaying third-party advertisements and
the ones that do not. The US samples underline the findings
of the original study: a Wilcoxon rank sum test indicated
that websites displaying third-party advertisements had sig-
nificantly weaker PCPs than those that did not display ad-
vertisements in the USA 2016 sample (W = 759.0, p <
0.001). It is interesting to note that the median PCP strengths
for the websites accepting advertising did not change from
2010 to 2016. The overall increase in the USA 2016 sample
stems solely from websites not displaying advertisements.

However, for the German sample, displaying adverts does
not seem to have a significant effect on the average PCP
strength. The median values for both groups of websites are
the same as the overall median strength of 26.6 bits already
reported in section 5.1. Consequently, a Wilcoxon rank sum
test results in a rejection of the hypothesis that there is a dif-
ference in PCP strength between websites displaying third-
party adverts and those that do not display third-party ad-
verts in the German sample (W = 554.5, p = 0.617). Figure
3 illustrates this effect across all three samples.

5.9 Site Advertises
To generate traffic, some websites place advertisements on
other websites. As an indicator of whether websites place
such ads, we use (analogously to the original study) Google
sponsored links. Figure 4 shows the distributions of PCP
strength of websites utilising Google sponsored links and

Figure 4: Histograms for the three samples, showing
the distributions for websites that are advertising
using sponsored links on Google Search and those
that do not advertise using sponsored links.

those that do not do this for all three samples. Again, there
is no visible effect for this feature in the German sample;
both median PCP strength values are almost identical at
26.6 bits for the non-advertising sites and 26.3 for the adver-
tising sites (cf. Table 4). A Wilcoxon rank sum test supports
this finding, resulting in a rejection of the hypothesis that
there is a difference between advertising and non-advertising
websites in the German sample (W = 505.0, p = 0.366).

In the USA 2016 sample, a Wilcoxon rank sum test results
in rejecting the hypothesis that there is a difference in PCP
strength between advertising and non-advertising websites
as well (W = 297.0, p = 0.667). However, while not sig-
nificant, the results might indicate a weak reversal effect,
illustrated by Figure 4: in 2010, non-advertising websites
had the higher average PCP strength, in 2016 the adver-
tising websites have the higher average PCP strength (cf.
Table 4).

5.10 User Has Choice
Concerning whether the user has a choice to use the website,
the results are consistent for all three samples. Wilcoxon
rank sum tests indicated that websites where users can choose
between alternatives have significantly weaker PCPs than
those where users have no choice for both, the USA 2016
sample (W = 976.5, p < 0.001) as well as the German sam-
ple (W = 780.0, p = 0.004). When comparing the two sam-
ples from 2016, German websites without alternatives for
the user, unsurprisingly, have a lower PCP strength than
the corresponding US websites. On the other hand, there
is no difference between the websites of both samples where
users can choose alternatives. Thus, the feature seems to
have a similar effect on the strength of the PCPs in all three
samples.
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Figure 5: Histograms for the three samples, show-
ing the distributions for websites where users can
choose an alternative website and where users have
no choice.

6. DISCUSSION
In our replication study, we re-investigated the effects of sev-
eral website features on the strength of websites’ PCPs. The
goal of this replication was not only to revisit the original
research questions of Florêncio and Herley [5], but to explore
whether a comparison of PCPs over time and across country
borders yields new findings. We discuss the findings related
to each of our research questions in the following.

6.1 Has the average PCP strength in the US
sample changed since the original study?
Based on the data from our replication of Florêncio and
Herley’s study [5], the answer to the first research question
is a definitive “yes”. The average PCP strength in the US
sample has risen from 35.7 bits to 41.4 bits since the original
study. 52.9% of the websites use 2016 stronger PCPs than
they did in 2010. In contrast, only 11.4% of the websites
used weaker PCPs.

While this trend supports similar findings by Kuhn and Gar-
rison [10], it contradicts established expert opinion: NIST’s
newly drafted rules regarding password security [7] recom-
mend using a PCP with “at least 8 characters” and “no
other complexity requirements for memorized secrets”. Such
a PCP has a minimum strength of 26.56 bits. The US av-
erage from 2016 is at 41.1 bits 35.8% higher than this rec-
ommendation. Therefore, it seems that PCPs found in the
wild are much more complex (as determined by Florêncio
and Herley’s measure) than what is recommended. Such
overly complex PCPs might be, usability-wise, alarming.

The reasons for this rise in PCP strength, however, cannot
be identified from the data collected in our study. As in
the original study, all hypotheses regarding factors increas-
ing PCP strength had to be rejected. Thus, no explanation
for the rise in PCP strength emerges from the original hy-
potheses. Furthermore, our additional investigation into the

effects of breaches on PCP strength reveals that the observ-
able rise in PCP strength between 2010 and 2016 cannot
be attributed to the website being breached either. Conse-
quentially, other features must be the driving force behind
the rise in PCP strength. While it might be that website
providers try to counter increasing attacker capabilities for
offline attacks by employing stronger PCPs, this would con-
tradict Florêncio et al’s . [6] recommendations to focus on
online guessing when designing PCPs, which is better ad-
dressed with lock-out policies. Yet the identification of the
influential features, in this regard, constitutes one important
focus for future work.

6.2 Do the effects of the website features on
the PCP strength from the original study still
apply to the USA 2016 sample?
Regarding the answer to our second research question, the
results from our study concur with the findings of the orig-
inal study for all features except one. All website features,
which Florêncio and Herley hypothesised to increase PCP
strength, still do not have that effect. Also, websites that
display third party advertisements and websites where users
can choose alternatives still have significantly weaker PCPs.

The only divergence from the findings in the original study is
related to whether websites advertise to attract users. This
feature seems to have lost its effect on the PCP strength.
The reasons for this divergence, however, remain unclear.

6.3 How do the German and US samples com-
pare in terms of PCP strength?
With respect to the third research question, the answer we
can give from the results of our study is that websites in the
German 2016 sample employ in every category on average
weaker PCPs than those in the USA 2016 sample. For the
three categories medium-traffic, banking, and education, the
websites in the German 2016 sample have even lower average
PCP strengths than the websites of those categories in the
US sample had in 2010. Especially German banking web-
sites stand out in this regard: While the passwords on these
websites protect the most (monetary) value, they are cre-
ated under the PCPs exhibiting the lowest average strength
across all three samples.

However, one important aspect regarding German banking
websites is that they implement two-factor transaction au-
thorisation. The notable difference to two-factor authenti-
cation is that users can log in (authenticate) without the
second factor, but authorising transactions requires a sec-
ond factor (usually a so-called TAN, a transaction number
for one-time use delivered either in advance e.g. as a list of
TANs via mail or nowadays on demand e.g. via smartphone
apps). Thus, the actual extraction of resources requires more
than mere knowledge of the password, but carrying out this
kind of attack is not impossible [12]. To gain further in-
sight, we contacted a local bank. Their perspective is that
tight lock-out policies and high security data centres made
strong PCPs unnecessary. Hence, the trade-off of employ-
ing a lower-strength PCP in conjunction with tight lock-out
policies and two-factor authorisation might be, usability-
wise, a favourable trade-off. Whether users agree with this
perspective and find such lower strength PCPs adequate for
protection in the banking context remains an open question
that we cannot answer without further investigation.
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6.4 Do the effects of the website features on
the PCP strength from the original study trans-
late to the German sample?
The results of our study indicate that the effect of only one
feature translates to the German sample. User choice is
the only feature affecting the PCP strength in the German
sample. When a user can choose alternatives to a certain
website, that website is more likely to employ a weaker
PCP. However, in contrast to the US samples, the display
of adverts does not seem to have a significant effect on PCP
strength in the German sample. Neither the display of ad-
vertisements, nor using adverts to attract users, has a sig-
nificant effect on the PCP strength of websites in the Ger-
man sample. Our data does not suggest any explanations
for this. Regarding the effects of features hypothesised to
increase PCP strength, all hypotheses had to be rejected.
This confirms the findings of the original study.

Therefore, we argue that only two factors truly influence the
strength of a website’s PCP across the three samples: (1) a
general tendency to enforce PCPs which are as strong as pos-
sible, and (2) the dependence on usability to attract users,
leading to weaker policies. As already pointed out by Florên-
cio and Herley in the original study, and further supported
by the findings of this replication, this trade-off is decided by
websites more or less off-the-cuff. This holds for the US and
German samples. To illustrate for the US sample: the range
among US universities is 39.2 bits in 2016. However, it is
unclear, why Princeton (PCP strength of 65.8 bits) should
feel the need to enforce a significantly stronger PCP than
Northwestern University (PCP strength of 26.6 bits). With
respect to the German sample, the average strength of the
PCPs seems, with 26.6 bits, to be very close to NIST’s rec-
ommendation (26.56 bits). However, the large range of 55.9
bits across PCP strengths and, in particular, high strength
PCPs on seemingly low value sites (e.g. 47.6 bits for the
news site spiegel.de) give rise to doubt regarding a more
systematic approach being applied to PCP choice on Ger-
man websites.

7. LIMITATIONS
As already acknowledged by Florêncio and Herley [5], the
minimum PCP strength measure employed in their study
can only serve as a rough estimation and more precise mea-
sures of guessing resistance exist. However, as Florêncio and
Herley pointed out in the original study, their measure is not
intended to model resistance to guessing attacks, but only
complexity of the resulting passwords. Since we adopt this
measure to perform our replication, this limitation applies
to our study as well.

We also decided to not use any additional measures of pass-
word security, since any reliable estimate of a PCPs strength
(e.g. α-guesswork [3] or guess numbers [23]) would require
collecting passwords created under the respective PCP. How-
ever, collecting adequate numbers of passwords for the cal-
culation of these measures is beyond the scope of this work.

Another limitation that arises from adopting the original
methodology and the nature of performing a replication is
that PCP strength is only investigated in relation to the web-
site features. The effects of other influencing factors such as
technologies employed by the user (e.g. two-factor authen-
tication, password managers, etc.) are not considered. Es-
pecially, two-factor authentication might play a role in some

categories: as explained before in section 6.3 German banks
require the user to provide a second factor to authorise trans-
actions. It must be assumed that this influences the PCP
choice of banks. However, other factors might play a role
here as well. For example, traditional banks (i.e. banks with
brick and mortar branch offices) might have relatively strict
lockout policies, since their customers can simply visit the
local branch office to get their account unlocked. Therefore,
while future study designs should include these interesting
extensions of the methodology and consider such technolo-
gies, it was beyond the scope of this replication study.

The third limitation of our replication study is also shared
with the original study. For the identification of the PCPs in
our samples, we followed the same methodology as Florêncio
and Herley. Thus, we also created an account at the website
whenever possible (the information whether an account was
created is available for each of the websites in our samples
in tables 5 and 6 in the appendix). However, when this
was not possible we also followed the methodology of the
original study and conducted a web search. This can lead
to imprecisions in the samples, since sometimes the found
PCPs might represent guidelines not enforced during the
actual password choice or for a university might only be
enforced for a specific account system, but not for others.

The final limitation that our replication study shares with
the original study is the approximation of user accounts at
universities by undergraduate enrolment numbers. Using
purely these numbers might not be optimal, since the num-
ber of accounts managed by universities nowadays might
only loosely correlate with the number enrolled undergradu-
ate students due to the emergence of other account systems
at the universities (e.g. affiliated research institutes, alumni,
donors, or even accounts for the purchase of sports tickets)8.
However, we argue that this does not affect our results, since
even if the undergraduate enrolment is not fully represen-
tative of the number of user accounts at universities, it is
unlikely that universities reach the numbers of users of the
top traffic websites.

A limitation arising from the longitudinal analysis is that
we decided to use the same websites as the original study
for the USA 2016 sample instead of collecting a new sample
from the same categories. Therefore, some of the websites
now belong to a different category. However, we decided to
use the same website, since this affects less than 1/10 of the
sample and we believe the longitudinal comparison (enabled
only by using the same websites) adds special value to this
paper.

Lastly, the additional breach analysis we conducted (cf. sec-
tion 5.2) should only be treated as an approximation. While
some countries have passed laws mandating the reporting of
data breaches (cf. e.g. [13]), this does not hold for all juris-
dictions and consequentially not all leaks are made public.
Moreover, our search terms might have been insufficient to
identify all available information on breaches at the respec-
tive sites.

8. CONCLUSION
In this paper, we presented a replication of the study by
Florêncio and Herley [5]. Thereby, the contribution of our

8Thanks to reviewer 1 for pointing this out.
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paper is twofold: (1) the comparison of password composi-
tion policies in the US sample over time, and (2) the compar-
ison of password composition policies across country borders
(i.e. between Germany and the US).

Regarding the first contribution, it became apparent that
US PCPs have become, on average, stronger and that all
but one website feature have retained their effects on PCP
strength in the intervening years. While the former is in line
with the findings of similar studies [10], it contradicts estab-
lished expert opinion and might be, in terms of usability, an
alarming finding. Moreover, our results indicate that two
website features correlate with decreased PCP strength in
the USA 2016 sample (i.e. “advertising accepted” and “user
has choice”), but none of the website features seem to cor-
relate with increased PCP strength in practice. Therefore,
future work is needed to identify the reasons behind the rise
in PCP strength in the US from 2010 to 2016. With respect
to the effects of the website features on PCP strength in the
US samples, only the effect associated to whether websites
advertise to attract users seems to have changed. The effect
could not be found in the 2016 sample.

Regarding the second contribution, we observed, on average,
lower PCP strengths in the German sample than in the US
samples. German banks stand out as having particularly
weak PCPs. Together with the fact that “User has choice”
emerges as the only website feature exhibiting an effect in
the German sample, it seems that German banks are espe-
cially keen to maximise usability and optimise the user ex-
perience. They provide the user with a favourable trade-off
by combining tight lock-out policies with the requirement of
a second factor to authorise transactions. However, whether
users consider this trade-off adequate for the banking con-
text, or might even want to make similar trade-offs in other
contexts as well, is open for future investigation.
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Table 5: The US website sample (USA 2016) comprising 70 websites. Traffic ranks according to Quantcast.

Website
Traffic Account Min. Size Min. Strength Accepts Places User Affected
Rank Created?. Length Charset 2016 2010 Ads? Ads? Choice by Breach

Top Traffic Sites
Google 1 y 8 10 26,6 26,6 y n y n
Facebook 2 y 6 10 19,9 19,9 y n y n
Yahoo 3 y 9 10 29,9 19,9 y n y y
AOL 6 y 8 10 26,6 26,6 y n y y
Live 8 y 8 36 41,4 19,9 y n y y
Wikipedia 9 y 1 10 3,3 3,3 n n y n
eBay 10 y 6 36 31,0 31,0 y n y y
Amazon 11 y 6 10 19,9 19,9 y y y y
weather 13 y 6 10 19,9 19,9 y n y n
answers 15 y 6 10 19,9 3,3 y n y n
Myspace 16 y 6 10 19,9 31,0 n n y n
Craigslist 17 y 8 26 37,6 19,9 n n y n
adobe 20 y 8 62 47,6 19,9 n y y y

High Traffic Sites
nih.gov 101 n 8 62 47,6 47,6 n n n n
capitalone.com 102 n 8 36 41,4 41,4 n y n n
rockyou.com 103 y 6 10 19,9 41,4 y n y n
overstock.com 107 y 8 36 41,4 16,6 n n y n
latimes.com 108 y 7 36 36,2 19,9 y n y n
intuit.com 109 y 8 96 52,7 19,9 n y y y
cbssports.com 110 y 4 10 13,3 13,3 y n y n

Medium Traffic Sites
wowwiki.com 1001 y 1 10 3,3 3,3 y n y n
virginia.edu 1002 n 8 62 47,6 36,2 n n n n
pgatour.com 1003 y 6 10 19,9 3,3 y n y n
mit.edu 1006 n 8 36 41,4 31,0 n n n n
okcupid.com 1007 y 5 10 16,6 13,3 y n y n
istockphoto.com 1008 y 8 36 41,4 25,8 n y y n

Banks
Fidelity 224 n 8 62 47,6 19,9 n y n n
Vanguard 629 n 8 10 26,6 26,6 n n n n
Schwab 2266 n 6 36 31,0 31,0 n y n n
WellsFargo 80 n 6 36 31,0 31,0 n n n n
BoA 48 n 8 36 41,4 41,4 n n n n
J P Morgan Chase 2186 n 8 86 51,4 36,2 n n n n
Citibank 316 n 6 62 35,7 31,0 n n n n
PayPal 29 y 8 10 26,6 26,6 n n y n
US Bank 316 n 8 36 41,4 26,6 n n n n

Large Universities
Ohio State U 1811 n 8 62 47,6 41,4 n y n n
Arizona State U 3288 n 10 62 59,5 47,6 n y n y
U. of Florida 1382 n 8 62 47,6 47,6 n n n n
U. of Minn. 919 n 6 36 31,0 35,7 n n n n
U. of Texas 946 n 8 62 47,6 47,6 n n n n
U. of Central Florida 6313 n 8 96 52,7 47,6 n n n y
Michigan State U. 1174 n 8 62 47,6 47,6 n n n n
Texas A & M 1418 n 8 62 47,6 35,7 n n n y
U. South Florida 2364 n 8 62 47,6 35,7 n n n n
Penn. State U. 977 n 8 36 41,4 41,4 n n n y

Universities with top CS departments
MIT 1006 n 8 36 41,4 31,0 n n n n
Stanford 858 n 8 96 52,7 47,6 n n n y
UC Berkeley 905 n 9 36 46,5 41,4 n n n n
CMU 3651 n 8 96 52,7 52,0 n n n n

Continued on next page
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Table 5 – continued from previous page

Website
Traffic Account Min. Size Min. Strength Accepts Places User Affected
Rank Created?. Length Charset 2016 2010 Ads? Ads? Choice by Breach

UIUC 3384 n 8 62 47,6 26,1 n n n n
Cornell 955 n 8 62 47,6 41,7 n n n y
Princeton 1879 n 10 96 65,8 52,7 n n n y
U. of Washington 1032 n 8 36 41,4 45,6 n n n n
Georgia Tech. 4687 n 11 62 65,5 47,6 n n n n
U. of Texas 946 n 8 62 47,6 47,6 n n n y

Government Sites
irs.gov 63 n 8 70 49,0 47,6 n n n y
usps.com 68 y 10 75 62,3 47,6 n n n n
nih.gov 101 n 8 62 47,6 47,6 n n n n
ca.gov 124 n 8 96 52,7 47,6 n n n n
ed.gov 141 y 8 62 47,6 26,6 n n n n
noaa.gov 199 n 8 96 52,7 77,1 n n n n
weather.gov 228 n 12 62 71,5 77,1 n n n n
census.gov 246 n 12 62 71,5 47,6 n n n y
ssa.gov 276 n 7 36 36,2 36,2 n n n n
nasa.gov 342 n 12 62 71,5 79,0 n n n y

Other Sites
U. of Phoenix 873 y 8 62 47,6 36,2 n y y n
Columbia 1350 n 6 36 31,0 31,0 n y n n
Northwestern 4457 n 8 10 26,6 31,0 n n n n
VA 558 n 9 96 59,3 52,7 n n n n
USAJobs 590 y 8 96 52,7 52,7 n n y n
TreasuryDirect 2421 n 8 70 49,0 47,6 n n n y
Twitter 31 y 6 10 19,9 19,9 n n y y
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Table 6: The German website sample (GER 2016) comprising 67 websites. Traffic ranks according to Alexa.

Website
Traffic Account Min. Size Min. Accepts Places User
Rank created? Length Charset Strength Ads? Ads? Choice

Top Traffic Sites
Google.de 1 y 8 10 26,6 y n y
Amazon.de 2 y 6 10 19,9 y y y
Facebook.com 3 y 6 10 19,9 y n y
Ebay.de 5 y 6 36 31,0 y n y
Wikipedia 7 y 1 10 3,3 n n y
Web.de 8 y 8 10 26,6 y n y
Ebay-
kleinanzeigen.de

9 y 6 10 19,9 y n y

T-online.de 10 y 8 36 41,4 y n y
Gmx.net 11 y 8 10 26,6 y n y
Bild.de 13 y 6 10 19,9 y n y
Yahoo.com 14 y 9 10 29,9 y n y
Spiegel.de 15 y 8 62 47,6 y n y
Xhamster.com 17 y 4 10 13,3 y n y
Paypal.com 18 y 8 10 26,6 n n y
Focus.de 19 y 8 10 26,6 y n y
Live.com 20 y 8 36 41,4 y n y

High Traffic Sites
Mytoys.de 101 y 5 36 25,8 y y y
vodafone.de 102 y 8 36 41,4 n y n
aol.com 103 y 8 10 26,6 y n y
zdf.de 104 y 1 10 3,3 n n y
netflix.com 105 y 4 10 13,3 n n y
duden.de 106 y 6 96 39,5 y n y
eventim.de 107 y 5 10 16,6 n y y
xvideos.com 109 y 8 26 37,6 y n y
bonprix.de 110 y 6 10 19,9 n y y

Medium Traffic Sites
proxer.me 491 y 8 10 26,6 y n y
Auto-motor-und-
sport.de

493 y 5 10 16,6 y n y

pcgames.de 494 y 8 36 41,4 y n y
etsy.com 495 y 6 10 19,9 n y y
netdoktor.de 496 y 1 10 3,3 y n y
opodo.de 497 y 7 36 36,2 y y y
clipfish.de 499 y 5 10 16,6 y n y

Banks
Deutsche Bank 74 y 5 10 16.6 n y n
KfW 2017 y 8 62 47,6 n y n
NordLB 13002 y 5 10 16,6 n n n
Deutsche Postbank 37 y 5 10 16,6 n y n
Ing-diba 89 n 5 10 16,6 n y y
DKB 125 n 5 36 25,8 n y y
comdirect 132 y 7 36 36,2 n y y
Volkswagenbank 1816 y 8 10 26,6 n y y
Consorsbank 410 y 5 10 16,6 n y y

Large Universities
FU Hagen 1728 n 8 62 47,6 n y n
LMU München 869 n 4 36 20,7 n n n
U Köln 979 n 6 36 31,0 n n n
Goethe U Frankfurt 1235 n 6 10 19,9 n n n
Ruhr U Bochum 4989 n 8 10 26,6 n n n
WWU Münster 957 n 8 62 47,6 n y n
RWTH Aachen 1031 n 6 10 19,9 n n n
U Hamburg 1278 n 8 62 47,6 n n n

Continued on next page
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Table 6 – continued from previous page

Website
Traffic Account Min. Size Min. Accepts Places User
Rank created? Length Charset Strength Ads? Ads? Choice

U Duisburg-Essen 1139 n 8 62 47,6 n n n
FAU Erlangen-
Nürnberg

2664 n 4 10 13,3 n n n

Universities with top CS departments
RWTH Aachen 1031 n 6 10 19,9 n n n
U Augsburg 3355 n 8 36 41,4 n n n
Jacobs U Bremen 15549 n 6 10 19,9 n y n
U Magdeburg 3750 n 6 34 30,5 n n n
Hasso-Plattner-Inst.
Potsdam

16678 y 1 10 3,3 n n n

U Bayreuth 2363 n 8 10 26,6 n n n
TU Darmstadt 1990 y 9 96 59,3 n n n
FAU Erlangen-
Nürnberg

2210 n 4 10 13,3 n n n

U Konstanz 3656 n 8 36 41,4 n n n
U des Saarlandes
Saarbrücken

2368 n 6 36 31,0 n n n

Government Sites
bundestag.de 2101 n 8 62 47,6 n n n
arbeitsagentur.de 97 n 8 62 47,6 n n n
bundesregierung.de 3440 n 8 62 47,6 n n n
bund.de 436 n 8 62 47,6 n n n
destatis.de 2240 n 8 96 52,7 n n n
bayern.de 245 n 8 44 43,7 n n n
nrw.de 309 n 8 10 26,6 n n n
europa.eu 377 n 8 10 26,6 n n n
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Figure 6: Histograms of the average PCP strength for all three samples along the different categories of
websites.
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ABSTRACT
The effective security provided by secure messaging applica-
tions depends heavily on users completing an authentication
ceremony—a sequence of manual operations enabling users
to verify they are indeed communicating with one another.
Unfortunately, evidence to date suggests users are unable
to do this. Accordingly, we study in detail how well users
can locate and complete the authentication ceremony when
they are aware of the need for authentication. We execute
a two-phase study involving 36 pairs of participants, using
three popular messaging applications with support for secure
messaging functionality: WhatsApp, Viber, and Facebook
Messenger. The first phase included instruction about poten-
tial threats, while the second phase also included instructions
about the importance of the authentication ceremony. We
find that, across the three apps, the average success rates
of finding and completing the authentication ceremony in-
creases from 14% to 79% from the first to second phase,
with second-phase success rates as high as 96% for Viber.
However, the time required to find and complete the cere-
mony is undesirably long from a usability standpoint, and
our data is inconclusive on whether users make the connec-
tion between this ceremony and the security guarantees it
brings. We discuss in detail the success rates, task timings,
and user feedback for each application, as well as common
mistakes and user grievances. We conclude by exploring user
threat models, finding significant gaps in user awareness and
understanding.

1. INTRODUCTION
Recent disclosures of government surveillance and fears over
cybersecurity attacks have increased public interest in secure
and private communication. As a result, numerous secure
messaging applications have been developed, including Signal,
WhatsApp, and Viber, which provide end-to-end encryption
of personal messages [19].

Most popular secure messaging applications are usable be-
cause they hide many of the details of how encryption is
provided. Indeed, people are primarily using these applica-

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
Symposium on Usable Privacy and Security (SOUPS) 2017, July 12–14,
2017, Santa Clara, California.

tions due to peer influence, not due to concern over privacy
or security [5].

The strength of the security properties of these applications
rests on the authentication ceremony, in which users vali-
date the encryption keys being used. Unfortunately, there
is evidence that most users do not know how to successfully
complete this ceremony and are thus vulnerable to potential
attacks [15]. Any user who does not execute the authenti-
cation ceremony for a particular conversation is essentially
trusting the application’s servers to correctly distribute the
encryption keys. This leaves users vulnerable to compromise
threats that can intercept communications.

Several recent papers have shown that the authentication
ceremony in secure messaging applications is difficult to
use and prone to failure. A study of Signal showed that
users, all of whom were computer science students, were
highly vulnerable to active attacks [15]. A comparison of
WhatsApp, Viber, Telegram, and Signal, found that most
users were unable to properly authenticate [8], though after
being instructed on what to do most users were subsequently
able to authenticate after a key reset.

This state of affairs motivates our study, which examines to
what extent users can successfully locate and complete the
authentication ceremony in secure messaging applications if
they are aware of the need for authentication. To answer
this question, we conduct a two-phase user study of Whats-
App [22], Facebook Messenger [7], and Viber [21]. We chose
these applications because of their popularity and their differ-
ent designs. The authentication ceremony in WhatsApp uses
either a QR code or a numeric key representation that users
can compare. Viber presents a numeric key representation
and provides functionality for users to call each other within
the ceremony to compare the key. Facebook Messenger pro-
vides a numeric representation of the keys for both users.
In addition to these differences, WhatsApp and Viber offer
only secure messaging, while Facebook Messenger offers both
insecure and secure messaging. We are curious as to whether
the inclusion of an insecure messaging interface hinders the
ability of users to find and successfully use secure messaging
and the authentication ceremony.

In the first phase of our study, we asked 12 pairs of partici-
pants to complete a scenario where one participant needed
to send a credit card number to the other participant. They
were both instructed to verify that they were truly communi-
cating with their partner (authenticity) as well as to ensure
that no other party could read their messages (confidential-
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ity). Participants were told the application would help them
accomplish these goals.

In the second phase of the study, we presented 24 pairs of
participants with the same task and scenario provided in
the first phase. However, unlike the first phase, participants
first read through an additional set of instructional slides
before beginning the task. These slides informed them about
traffic interception, that secure messaging applications use
a “key” to secure conversations, and that to be secure they
needed to confirm that they saw the same “key” as their
partner. Participants were not instructed on how to use the
applications to compare keys, nor shown any screenshots of
the authentication ceremony; they were only told that each
application had some way of providing this functionality. For
both study phases, the method used for authentication was
left to their discretion.

Each phase was a within-subjects study, and all participants
engaged with all three applications in each phase. Partici-
pants differed between the two phases, allowing us to capture
between-subjects differences in instruction between the two
phases. We measured success rates in completing the au-
thentication ceremony, time to both find and complete the
ceremony, and user feedback on the applications, which in-
cludes System Usability Scale (SUS) scores, ratings of favorite
application, ratings of trustworthiness for each application,
and qualitative feedback.

Our findings include:

• In the first phase, despite the instruction about poten-
tial threats, the overall success rate over all participants
and all applications was 14%, and only two of the twelve
pairs of participants successfully located and completed
the authentication ceremony. All other pairs attempted
to authenticate one another through video calls, asking
questions that required special knowledge to answer,
or other ad hoc methods.

• In the second phase, the overall success rate increased to
79% for location and completion of the authentication
ceremony. The success rates for the three applications
were: 96% for Viber, 79% for WhatsApp, and 63% for
Facebook Messenger.

• Viber’s higher success rate was statistically significant
when compared to the other two applications. This
is interesting because Viber’s authentication ceremony
uses an in-app phone call and provides a UI that helps
users view and read the encryption key during the
phone call. Both WhatsApp and Facebook Messen-
ger also provide manual verification of the encryption
key, but do not provide this assistance. For both of
these applications, numerous participants sent the key
through in-app text, voice, and video, with a minority
comparing the keys in person. Nearly half of partici-
pants chose to use the option WhatsApp provided for
scanning a QR code.

• Averaged across the three applications, discovery of
ceremony functionality took 3.2 minutes with ceremony
completion necessitating another 7.8 minutes.

• All applications were rated in the “C” range on the
System Usability Scale, indicating a need for significant
usability enhancements.

• Most participants had not heard of Viber prior to their
participation in our study. Trust ratings were very low
in the first phase, but increased significantly in the
second phase, when some instruction about security
was received. This provides some evidence that learning
about security features can enhance trust in a secure
messaging application.

• Numerous participants complained about the length of
the encryption key when having to compare it manu-
ally, taking shortcuts and often feeling fatigued by the
process.

• Our qualitative data indicates that our participants
have a healthy wariness for, and high-level understand-
ing of: impersonation attacks, government and devel-
oper backdoors, and physical theft. They are, however,
generally unaware of the existence of man-in-the-middle
attacks, both passive and active. Our data is incon-
clusive on whether users make the connection between
this ceremony and its security guarantees.

Our main takeaway is that even with an awareness of po-
tential threats, users are not aware of and do not easily
find the authentication ceremony in the secure messaging
applications we tested. If given some instruction on the
importance of comparing keys, they can find and use the
authentication ceremony, and Viber’s second-phase success
rate indicates that a high success rate is a realizable goal.
However, for all applications, the time to find and use the
authentication ceremony is unsatisfactory from a usability
standpoint. The natural tendency of our participants to use
personal characteristics for authentication, such as a person’s
voice, face, or shared knowledge, indicates that future work
could leverage this for a more user-understandable method
of authentication.

2. RELATED WORK
Several papers have studied the usability of the authentica-
tion ceremony in secure messaging applications.

Two papers study the usability of the ceremony in a par-
ticular application. Schröder et al. studied Signal, showing
that users were vulnerable to active attacks due to usabil-
ity problems and incomplete mental models of public key
cryptography [15]. This study included 28 computer scien-
tists; of the participants, four clicked through the warning
message, eight could not find the ceremony, and ultimately
only seven were able to successfully authenticate their peer.
Assal et al. asked participants to perform the authentication
ceremony in ChatSecure using different key representations,
which include a fingerprint, shared secret, and QR code [1].
Of the 20 participants in this study, 20% were successful for
the fingerprint, 85% for the shared secret, and 30% for the
QR code.

Two papers have compared the usability of various fingerprint
representations. Tan et al. compared eight representations,
including textual and graphical representations with varying
degrees of structure, in a simulated attack scenario [18].
Graphical representations were relatively more susceptible
to attack, but were easy to use and comparison was fast.
Participants used different strategies for comparison, often
comparing only a portion of the fingerprint or comparing
multiple blocks at a time. Dechand et al. studied textual key
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verification methods, finding that users are more resistant to
attacks when using sentence-based encoding as compared to
hexadecimal, alphanumeric, or numeric representations [6].
Sentence-based encoding rated high on usability but low on
trustworthiness.

Herzberg and Leibowitz examined the usability of Whats-
App, Viber, Telegram, and Signal, finding that most users
were unable to properly authenticate, both in an initial au-
thentication ceremony and after a key reset [8]. The study
included 39 participants from a variety of backgrounds and all
were given instruction on end-to-end encryption. Most users
failed to authenticate on the first attempt; they were then
given additional instruction about authentication. About
three-quarters authenticated properly after the additional
instruction was given.

Our work differs from these studies in several important
ways. First, we study in detail the ability of users to discover
and use the authentication ceremony in a variety of secure
messaging applications, giving us insight into the differences
among these applications. Schröder et al. only study Signal,
and Dechand et al. do not study any particular applications.
Second, we use a paired participant methodology, so that
users are asked to identify a friend they already know, rather
than an unknown study coordinator. This method is more
realistic than most prior studies and yields important insights
into user behavior. For example, our study participants called
each other, verified through voice and vision, and asked
questions based on shared knowledge. Third, we conduct a
between-subjects study on the effects of instruction, so that
those receiving instruction are not biased by their previous
experiences. The first set of participants were asked to
authenticate given only general awareness of threats, while
the second set of participants received instruction about the
importance of comparing encryption keys.

Another important aspect of our work is that it provides
replicability that is not possible with prior work. Herzberg
and Leibowitz report a similar result, that participants au-
thenticated properly after additional instruction about au-
thentication was given. However, their paper provides few
details about the instruction given and does not report de-
tailed statistics, so it is difficult to draw any quantitative
conclusions about the effect of the instruction or the rel-
ative merits of the different applications they tested. We
report detailed statistics about what methods users tried
with each application, the time taken to authenticate, SUS
scores, trust ratings, and favorite systems. We include our
full study materials in the appendix and provide our dataset
on a companion web site.

Significant work in the area of secure email has also exam-
ined issues related to usable authentication. Obtaining and
verifying the key for a recipient is an important use case for
email, and lessons learned may apply to secure messaging as
well. Numerous papers attest to the difficulties users have
with this and other key management steps [23, 16, 12].

The most success in this area has been in the use of automatic
authentication using a trusted key server. Bai et al. [3] has
shown that individuals recognize the security benefits of
manual key exchange, but prefer a centralized key server
that authenticates users and distributes keys associated with
their email address, due to greater usability and“good enough”

security. This model has been simulated by Atwater et al. [2]
and implemented using IBE by Ruoti et al. [11]. Likewise, the
use of secure messaging applications is generally considered
a success for automatic key management.

3. APPLICATION DESCRIPTIONS
The three secure messaging applications used in our study
are WhatsApp, Viber, and Facebook Messenger. These three
applications were chosen because they present users with
distinct key verification experiences and because of their
popularity and large installation base.

3.1 WhatsApp
WhatsApp is perhaps the most well-known and widely-used
messaging application, boasting a user base of over one bil-
lion users. While it did not originally offer secure messaging
functionality at its inception, in November of 2014, Whats-
App partnered with Open Whisper Systems to incorporate
end-to-end encryption using the Signal encryption protocol.

When a conversation is initiated, WhatsApp inserts a mes-
sage informing users that messages they send are encrypted
with end-to-end encryption. Users are given two options for
key verification: QR code scanning and key fingerprint veri-
fication (both parties see the same fingerprint). In accessing
this dialog, a short caption accompanies the “Encryption”
option in the previous menu, informing users that they can
“Tap to verify.” Doing so brings up the verification dialog
shown in Figure 1a.

3.2 Viber
Viber is another widely-used messaging application with an
install base of over 800 million users. As with WhatsApp, it
did not originally offer end-to-end encryption, adding this
functionality in April of 2016. Its encryption protocol is a
proprietary design allegedly based on the principles of the
Signal protocol.

While—as with the other two applications—Viber does not
immediately make apparent the need to verify keys, once
begun, it does—unlike the other two applications—carefully
guide the user through the process with a set of instructional
dialogs. In displaying this functionality, Viber does not opt
to use the terms “encryption” or “key” at the outset, instead
characterizing the verification process as “trust[ing]” one’s
conversation partner. Only after the user selects this option,
are they prompted with a dialog that explains the need
to confirm that “secret keys are identical.” This process is
facilitated via a free Viber call. After making the call, both
sides may see their keys by tapping a lock icon that appears
during the call, allowing for verification. This dialog is shown
in Figure 1b. It should be noted, however, that Viber does
not allow the user to view their keys without initiating this
call, nor does it allow the user to view these keys once a
contact has been marked as trusted.

3.3 Facebook Messenger
Facebook Messenger is the messaging utility designed by Face-
book to integrate into their chat system, and, like WhatsApp,
has a user base of over 1 billion users. Again, as with the
other two applications, it did not originally offer end-to-end
encryption, adding this functionality in October of 2016. It
also uses the Signal protocol.
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(a) WhatsApp (b) Viber (c) Facebook Messenger

Figure 1: Authentication ceremonies in each of the applications.

The user experience of Facebook Messenger’s encryption
functionality differs substantially from WhatsApp and Viber.
While the first two applications encrypt all communication au-
tomatically, Facebook Messenger defaults to an unencrypted
chat session, with users required to initiate a standard chat
session before accessing a “Secret Conversation” function via
the conversation menu. Once within the secret conversation
menu, users can access their device keys via the context
menu. At this point, the experience again diverges from
the two other applications, as the key verification dialog
presents users with two keys instead of one. Furthermore,
the Facebook Messenger key verification interface does not
easily facilitate a way for users to communicate these key
values to the other party. This dialog is shown in Figure 1c.

4. METHODOLOGY
We conducted an IRB-approved, two-phase user study exam-
ining how participant pairs locate and complete the authen-
tication ceremony in three secure messaging applications:
WhatsApp, Viber, and Facebook Messenger. Our study ma-
terials are shown in Appendix B and our full data set is
available at https://alice.internet.byu.edu.

In both phases, we asked participants to complete a scenario
where one participant needed to send a credit card number
to the other participant. We instructed participants to verify
that they were truly communicating with their partner and
to ensure that no other party could read their messages.
Our instructions informed participants that the application
would help them accomplish these goals, but they were left
in control of the methods used to ensure these conditions
were met. In the second phase, participants viewed and read
aloud an instructional set of slides that informed them about
the importance of comparing encryption keys.

Each phase was a within-subjects study, and all participants
used all three applications in each phase. The participants
differed between the two phases, allowing us to see between-
subjects differences in instruction between the two phases.

To choose the three applications we compared the authentica-
tion ceremony in 10 secure messaging applications—WhatsApp,
Telegram, Signal, Zendo, Facebook Messenger, Viber, Chat-
Secure, Allo, Line, SafeSlinger. We binned the applica-

tions into groups, based on the authentication methods
used. We then narrowed our choices to the following: Sig-
nal/WhatsApp (use both QR codes and manual verification),
Telegram/Facebook Messenger (use manual verification, in-
clude non-secure chatting), and Zendo (uses NFC or QR
code, requires verification before chatting). We chose Whats-
App over Signal and Facebook Messenger over Telegram
because of their greater popularity in the United States. As
explained below, we were unable to proceed with Zendo
in the study. We chose Viber as an alternative because it
provides a method for manually comparing encryption keys
using a phone call built into the application. This provided
us with three different applications that use a variety of
authentication methods.

4.1 Pilot study
We conducted a pilot study of the first phase with three pairs
of participants, using WhatsApp, Facebook Messenger, and
Zendo. The Zendo secure messenger employs key verification
as a forcing function: users must first scan each other’s QR
codes, or use NFC communication, before the conversation
can begin. Unfortunately, we experienced multiple, severe
technical difficulties with the application during the pilot
study, leading us to abandon it in favor of Viber.

4.2 Study recruitment and design
We placed flyers advertising the study around the campus
of a local university. These flyers contained a link that par-
ticipants could use to schedule online, and they included a
requirement that all participants bring a friend and smart-
phones in order to take part in the study. Recruitment
proceeded from February 3, 2017 to February 28, 2017, with
39 unique participant pairs being recruited in total: 12 for
the first phase of the study, and 24 for the second.1

1One second-phase participant pair experienced difficulty
because one participant had limited English proficiency and
our study was executed entirely in English (this participant
thought that they were being tasked with locating a physical
key). Technical errors occurred during the data collection
of two other pairs and they were presented with incorrect
post-task questionnaires. Accordingly, the data for these
three pairs were excluded from the study and we recruited
replacements in their place.
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What Is Secure Messaging?
When you use regular text messaging, your 

phone company can read your text messages.

When you use secure messaging apps, you are 
having a private conversation with your friend. 

Not even the company running the service can 
see your messages.

But you still need to be careful. A hacker could 
intercept your traffic. 

The bad guy

To make sure your conversation is secure, these 
applications assign a “key” to each person.

You need to make sure the key you see is the 
same key your friend sees.

???

???

Secure messaging apps provide a way for you to 
compare these keys.

We want to see how well the application helps 
you do this.

Figure 2: Instructional slides used in the second phase.

To ensure different pairs of participants tried applications in
different orders, we calculated a complete set of permutations
listing the order in which each of the three applications
would be used by a given pair. We then randomized the
permutation that was assigned to each participant. This
ensured a collectively uniform distribution of sequences while
keeping the assignment of a given sequence to a particular
pair random. Each ordering of the three systems occurred
exactly twice in the first phase and four times in the second.

The study was conducted in two phases, spanning a period
of one month. The first phase ran from February 3, 2017
to February 16, 2017. It took roughly 40 to 45 minutes for
each pair of participants to complete, for which they were
compensated $10 USD each. The second phase ran from
February 17, 2017 to March 2, 2017. The second phase stud-
ies were more involved and took longer to complete, roughly
60 minutes each, and so all participants were compensated
at a higher rate of $15 USD.

When participants arrived for their scheduled appointment,
we presented them with the requisite forms for consent and
compensation. We instructed them to download and install
any of the three applications—WhatsApp, Viber, and Face-
book Messenger—that they did not already have on their
phones, to minimize the likelihood of technical difficulties
during the study.2 We then read them a brief introduction
describing the study conditions and their rights as study
participants. We informed them that they would be placed
in separate rooms, but could freely communicate or meet
with one another if they deemed it necessary to complete
their task. We also informed participants that a study coor-
dinator would be with them at all times and would answer
any questions they might have.

We randomly assigned one member of each pair as Partici-
pant A, with his or her counterpart becoming Participant B,
delineating their roles in the subsequent tasks. We then led

2In our pilot study, several participants lacked sufficient space
on their phones to install the applications or had phones
that were too old to run the applications properly. We
subsequently adopted this measure in an attempt to forestall
re-occurrence.

them to their respective rooms, seating them at a computer,
and initiating audio recording. We preloaded each computer
with a Qualtrics survey that guided participants through
the study, and it included a demographic questionnaire, in-
structions regarding the three tasks they were to perform,
and post-task questionnaires. Each of the three tasks was
identical in nature, differing only by which of the three secure
messaging applications participants were to use to complete
the task. Throughout the study, study coordinators were
available to answer general questions about the study, but
were careful not to provide any specific instructions that
would aid in the use of the applications themselves.

4.3 Task design
In both phases, the tasks participants completed were the
same: Participant A was to securely retrieve a credit card
number in Participant B’s possession by using the application
that was being tested. This scenario was intended solely as a
narrative backdrop for the tasks we were truly concerned with:
finding and completing the authentication ceremony. When
asked to complete the task, participants were instructed as
follows:

Your task is to make sure that you are really talk-
ing to your friend and that nobody else (such as
the service provider) can read your text messages.
The application should have ways to help you do
this.

Accordingly, despite a difference in roles, there were no prac-
tical differences between the tasks Participant A and Par-
ticipant B needed to complete. Participants were instructed
and encouraged to “talk aloud” as they completed the task,
explaining the choices they made and the actions they took.

Additional instruction was given in the second phase. Before
participants were introduced to the task, they were asked to
read aloud a short set of slides, shown in Figure 2. These
slides informed them that traffic interception was a possibility,
that secure messaging applications accordingly provide a“key”
that could be compared to ensure that conversations were
indeed secure, and that they needed to make sure that they
saw the same key as their counterpart. Furthermore, on the
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first task, if second phase participants had failed to verify
one another’s identity either prior to sensitive data exchange
or after ten minutes had passed, they were marked as having
failed the task and prompted by study coordinators to look
for a way to authenticate properly.

4.4 Study questionnaire
Participants were led through the study by a web-based
Qualtrics survey. We first discuss those aspects that were
held constant for both phases, followed by an explanation of
how the questionnaire differed in the second phase.

Upon beginning the survey, participants first answered a set
of demographic questions. They then answered questions
about their past experience, if any, with secure messaging
applications. This included questions about which applica-
tions they might have used, their reasons for doing so, and
their general experiences with sending sensitive information.
Participants were next shown a description of their first task
(all three tasks were identical, diverging only on the sys-
tem being used). Each task was followed with a post-task
questionnaire assessing their level of trust in the application,
whether or not they believed they had successfully verified
their partner’s identity and why, and who they believed was
capable of reading their conversation. After all three tasks
had been completed, participants were then asked which of
the three applications was their favorite and why.

In the second phase, participants were given supplementary
instructions and asked additional questions. First, after the
demographic questions, participants were asked a series of
six questions intended to gauge their relative familiarity with
end-to-end encryption. Next, prior to beginning the first
task, they were presented with, and asked to read aloud, a
set of six slides that very briefly introduced the role of keys
and informed them that the applications they were about
to use would provide a way for them to compare these keys.
These instructional slides are shown in the appendix. Finally,
at the end of each task, the post-task questionnaire from
the first phase was augmented by the ten questions from the
System Usability Scale (SUS).

4.5 Post-study debrief
At the conclusion of each study, participant pairs were gath-
ered in the same room and asked a series of questions. This
served as a complement to the questionnaires that they had
answered individually, and gave them an opportunity to re-
act to one another. Participants were prompted regarding
incidents specific to their experience—e.g., if they had ev-
idenced visible frustration with a particular app—as well
as general questions. Examples of the latter include having
participants contrast the authentication ceremony used by
each application, as well as asking them to explain what role
they thought keys played in verifying one another’s identity.

4.6 Demographics
Our sample population skewed slightly female (n=40, 56%)
and young, with 74% (n=53) between the ages of 18 and 24,
and 26% (n=19) between 25 and 34. Because we distributed
recruitment flyers on a university campus, most of our partic-
ipants were college students (n=48, 61%), with 17% (n=12)
having less educational experience than that, and 22% (n=16)
having at least finished college. Participants had a variety
of backgrounds, with roughly even representation between

technical (i.e., STEM; n=34, 48%) and non-technical back-
grounds (n=37, 52%), and 10 (14%) in explicitly IT-related
fields. (One participant failed to identify their field of study
or occupation.)

In the second phase, the questionnaire included a series
of six multiple-choice questions intended to assess partic-
ipants’ knowledge of end-to-end encryption. We assigned
equal weights of one point to each question, and scored each
participant from 0-6, corresponding to the number of cor-
rect answers given by the participant. Participants were
further placed into categories of “beginner,”“intermediate,”
and “advanced” for scores in the range of 0-2 for beginners,
3-4 for intermediate, and 5-6 for advanced. There were an
equal number of participants with beginner and intermediate
ratings—21—with 6 participants netting an advanced rating.
Beginners were mostly female (3:18), intermediate partici-
pants were mostly male (15:6), while the advanced category
had an even gender split (3:3).

4.7 Limitations
The instructions given to the first three participant pairs
of the first phase were slightly different from those given
to the remaining nine. They were directed to ensure that
no one was “listening in” on their conversation, a directive
participants took literally as they would visibly scan the
room for potentially intrusive parties. This wording was
subsequently altered, with participants instead instructed to
ensure that “nobody else (such as the service provider) can
read your text messages.”

The slides we provided participants to teach about crypto-
graphic keys were necessarily simplified so that they could
be understood by novices. In this material we mentioned
that participants should ensure the key they see is the same
as their partner’s. While this was sufficient in describing
tasks for Viber and WhatsApp, Facebook Messenger actually
utilizes two keys, one for each partner. This subtlety was not
mentioned by any participant nor did it seem to adversely
affect their performance.

Finally, due to our method of recruitment, our participants
were largely students and their acquaintances, and subse-
quently exhibited some degree of homogeneity, e.g., all par-
ticipants were between 18 and 34 years of age. They are thus
not representative of a larger population. Furthermore, while
an effort was made to place participants in a more organic
setting—e.g., by having them communicate with real mem-
bers of their social circle as opposed to study coordinators—
this was still ultimately a lab study and has limitations
common to all studies run in a trusted environment [10, 17].

5. FIRST PHASE RESULTS
In the first phase of the study, only 2 of the 12 pairs experi-
enced some success in locating and completing the authenti-
cation ceremony, with an overall success rate of 14% across
all pairs and applications.

Participants used a variety of ad hoc methods for authen-
tication. Listed in the order they appear in Table 1, these
methods were: utilization of a picture for visual identifica-
tion, utilization of a live video feed for visual identification,
utilization of shared secrets for identification, utilization of
contact information (e.g., phone number, profile picture) for
identification, utilization of a shared second language for
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Send Recognize Recognize Shared Contact Second Authentication
Application Picture Video Voice Knowledge Info Language Ceremony

WhatsApp 0 0 13 10 3 2 2
Viber 0 10 4 7 2 2 4
Facebook Messenger 2 12 2 7 0 0 2

Table 1: Methods of authentication used in the first phase by pairs of participants.

identification, and performing the actual authentication cer-
emony. These categories were compiled by asking users how
they authenticated the other party, and are not mutually
exclusive (some used more than one method).

We examined the two pairs that were successful to better un-
derstand their experiences. One pair was successful because
of their curiosity, which led to them exploring the application
settings. This pair started with Viber and began to verify
each other simply through a phone call, when they suddenly
noticed the option in Viber to authenticate a contact, mak-
ing that contact “trusted.” They subsequently verified the
encryption key through the phone feature embedded in the
authentication ceremony. After this experience, this pair no-
ticed they should be looking for similar functionality in the
other applications. The followed the on-screen instructions
in WhatsApp to scan the QR code, and they exchanged a
screenshot of the authentication code in Facebook Messenger.

A second pair started the study with Facebook Messenger.
This pair called each other using an insecure phone call,
spoke in Korean, and transferred the credit card number
used in the scenario without completing the authentication
ceremony. They next used WhatsApp, and because it was
their first time using the application, they were prompted
with a notice about end-to-end encryption after sending their
first message. After clicking to learn more, this pair was able
to locate and complete the authentication ceremony by using
a phone call to read and verify the key. After this experience,
the pair was also able to locate the lock icon in Viber, follow
the instructions in the ceremony, and use a phone call to
verify the key. However, they were unsure about the role
of the key and still verified each others’ identity by asking
questions that relied on their common knowledge.

6. SECOND PHASE RESULTS
In this section we discuss results regarding participant use
of the authentication ceremony for the second phase, when
additional instruction was given regarding the importance of
comparing keys.

6.1 Success Rate
The success rate for completing the authentication ceremony
in the second phase was drastically higher than for the first
phase. Overall, the success rate was 78% across all partic-
ipant pairs and the three applications. Table 2 shows the
breakdown of the success rate for each application. Failures
occurred when participants transmitted sensitive data before
verifying keys, or if they failed to find and validate the keys
within ten minutes of opening the application. Successes
indicate that participants identified and compared keys in
some fashion. The Error column indicates three cases where
Facebook Messenger failed to deliver messages or failed to
display important UI elements that allow participants to
access key information. We noted various mistakes made by

Application Success Fail Error

WhatsApp 19 (79%) 5 (20%) 0 (0%)
Viber 23 (96%) 1 (4%) 0 (0%)
Facebook Messenger 15 (63%) 6 (25%) 3 (13%)

Table 2: Success rates per pair of participants for the au-
thentication ceremony in the second phase.

participants, but these were considered distinct from failures
and are discussed later.

The leap from a 14% success rate in the first phase to 78% in
the second phase suggests that users are capable of locating
and performing the authentication ceremony when prompted.
Some of these applications indicate that keys need to be
validated, yet our results from phase one indicate that these
instructions are largely ignored, thus we suspect that the
independent prompts from our study accounted for much of
the difference seen in authentication ceremony success rates.

To test whether there are any differences between the ap-
plications, we used Cochran’s Q test. We found that the
success rate was statistically different for the applications
(χ2(2) = 15.429, p < .0005). We then ran McNemar’s test
to identify the significant differences among the pairs of
applications. We found there is a significant difference be-
tween WhatsApp and Viber (p = 0.008) as well as between
Facebook Messenger and Viber (p < 0.0005).

It is interesting that Viber’s success rate is significantly higher
than the other two applications. Viber’s authentication
ceremony uses an in-app phone call and provides a UI that
helps users view and read the encryption key during the
phone call. Both Facebook Messenger’s authentication also
provides only manual verification of the encryption key, but
does not provide this assistance.

6.2 Verification Methods
The methods used by participants to perform the authen-
tication ceremony are shown in Table 3. Note that some
participants used more than one method. We do not include
methods for three pairs of participants who encountered
errors when utilizing Facebook Messenger. These errors pro-
hibited us from assessing how these participants would have
interacted with the authentication ceremony.

The most-selected method for the ceremony through Whats-
App was scanning the QR code of the key fingerprint in per-
son. Of the applications we studied, this method is unique to
WhatsApp. Some pairs opted to take a screenshot of the key
or QR code and send it this way, while others remembered
substrings of the key fingerprint and repeatedly visited the
text screen to send pieces of it to their partner. This behavior
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Action WhatsApp Viber Messenger

Secure Methods

Scanned QR code in
person

11 (46%) N/A N/A

Read key in person 1 (4%) 0 (0%) 7 (29%)

Called out of band
or used Viber’s call
method to provide
key

1 (4%) 23 (96%) 1 (4%)

Less Secure Methods

Sent key through in-
app text

7 (29%) N/A 10 (42%)

Sent key through in-
app video

3 (13%) N/A 4 (17%)

Sent key through in-
app voice

1 (4%) N/A 1 (4%)

Failures

Sent sensitive infor-
mation before valida-
tion

5 (21%) 1 (4%) 5 (21%)

Failed to find key
within 10 minutes
and after a hint

1 (4%) 0 (0%) 1 (4%)

Table 3: Methods used for the authentication ceremony in
the second phase. Numbers indicate pairs and percentages
are out of the total number of pairs.

occurred when participants discovered the QR code and key
fingerprint but were confused as to what to do next.

Numerous participants using WhatsApp read the key data in
person, read the key using a voice or video call, or sent the
key using text. Most participants using Facebook Messenger
used these methods, since they were the only ones available.

Viber provides a much stricter interface once a user has lo-
cated the option to verify his partner’s identity. Instead of
offering key material immediately, an in-app call must be
initiated before the key material is provided to the user. As
a result, all pairs who successfully completed the ceremony
utilized this feature to verify their keys. We note that this
policy resulted in no mistakes made for the authentication
ceremony. However, the process confused some participants,
and three pairs sent sensitive information through the appli-
cation without performing this procedure.

6.3 Timing
We timed each pair of participants to obtain two metrics:
the time taken to locate and identify the authentication
ceremony as it is presented within the application interface
and the time taken to complete the ceremony successfully.
In the case of finding the ceremony, the time reported is the
time taken for the first partner to identify the key material
or complete the task. We consider timing data only for
cases where the pair succeeded in authenticating successfully
because we stopped participants after 10 minutes if they
could not find the ceremony.

Figure 3: Timing for finding and using the authentication
ceremony in the second phase. Lighter shades indicate the
time taken to find the ceremony and the full bar indicates
time taken for completing the ceremony.

Figure 3 shows the geometric mean of both time metrics for
the three applications tested.3 Applications that are selected
to be evaluated first in a given study have a disadvantage with
respect to time because it is users’ first exposure to the task
and possibly keys in general. To account for this, Figure 3
also includes comparisons showing timing data from when
each application was studied first and when the application
was not studied first.

To test whether there is a significant difference in the time to
complete these tasks among the three different applications,
we used the Kruskal-Wallis test. We found that there are
statistically significant differences among the applications
for both finding the ceremony (p = 0.031) and completing
the ceremony (p = 0.043). We next ran pairwise post-hoc
Dunn’s tests to determine where the differences occur. We
found a significant difference between Facebook Messenger
and WhatsApp for finding the ceremony (p = 0.030), with
Facebook Messenger being faster (mean time, Facebook Mes-
senger=2.5 minutes, WhatsApp=3.7 minutes). We also found
a significant difference between Viber and WhatsApp for com-
pleting the ceremony (p = 0.045), with Viber being faster
(mean time, Viber=6.9 minutes, WhatsApp=8.5 minutes).

A major takeaway from the timing data shown is that key
discovery and key verification both require substantial time
for all three applications. On average, across all applications
discovery of the ceremony required 3.2 minutes and ceremony
completion required another 7.8 minutes. Given that the
participants were informed about the existence of the keys
beforehand and told explicitly to verify them, these times
are unsatisfactory from a usability standpoint. The usability
issues and concerns voiced by participants responsible for
these times are discussed in Section 7.

7. APPLICATION FEEDBACK
In this section we discuss feedback that participants provided
regarding the secure messaging applications, including us-
ability, their favorite application, and the trustworthiness of
the applications.

3Sauro and Lewis recommend using the geometric mean for
task timing [14] because timing data is positively skewed and
the geometric mean reduces error.
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SUS subcategory WhatsApp Viber Messenger

Overall 65.45 67.45 67.78
First system 65.47 67.97 69.22
Not first system 64.45 66.02 67.97

Success 64.41 67.86 72.71
Failure 66.25 63.13 69.50

Table 4: SUS scores for the applications in the second phase.

7.1 Usability
During the second phase of our study, participants evaluated
each application using the System Usability Scale (SUS).
Table 4 presents the breakdown of the scores for each system
across various subcategories. The values shown are the mean
values for each subcategory, while bolded values highlight
the highest SUS score for each subcategory.

We report SUS scores across five subcategories for each ap-
plication: overall SUS score, the mean SUS score when the
application was the first of the three presented, the mean
SUS score when the application was not the first shown, the
mean SUS score for participants who succeeded at the task
using the given application, and the mean SUS score for
participants who failed the task.

Although SUS scores range from 0 to 100, this is not a
percentile value and can thus be difficult to interpret. Ac-
cordingly, to help contextualize the values shown, we draw
on the findings of researchers familiar with SUS. Sauro [13],
extending work from other researchers such as Bangor et al.
[4], created a guide for interpreting a given SUS score by nor-
malizing it relative to those achieved by other systems. This
framework associates SUS scores with percentile rankings
and with letter grades (from A+ to F).

For reference, the applications’ overall SUS scores fall within
the “C” range, landing somewhere within the 41st to 59th
percentile. The single lowest SUS score—Viber’s mean failure
score—nets a “C-” grade, falling within the 35th to 40th per-
centile. The highest SUS score—Facebook Messenger’s mean
success score—achieves a “C+” grade, somewhere within the
60th to 64th percentile.

7.2 Favorite application
Participants were asked to select which, if any, of the three
applications was their favorite and why. Table 5 shows the
breakdown of responses for each phase. Facebook Messenger
was the most preferred system, followed by WhatsApp. We
ran a Chi-Square test to determine if the differences in the
ratings between phase one and phase two were statistically
significant and they were not.

Though numerous reasons were given for why a particular
system was a participant’s favorite, familiarity was by far
the most commonly cited reason for preference (except with
Viber, which was not previously used by any of our par-
ticipants). The next most common reason given, and one
that held true for each of the three systems, was ease-of-use,
with what constituted “easy to use” varying from system to
system. Some WhatsApp users, for example, appreciated its
ability to scan QR codes for key verification, obviating the
need to read aloud the long string of digits comprising a key
fingerprint. Those who liked Viber found its key verification

Study phase WhatsApp Viber Messenger None

One 39.1% 8.7% 47.8% 4.4%
Two 31.3% 22.9% 43.8% 2.0%

Table 5: Participants’ favorite applications. Each cell con-
tains the fraction of participants from each phase who, when
prompted for their favorite system, gave the respective re-
sponse.

(a) Trust ratings in the first phase.

(b) Trust ratings in the second phase.

Figure 4: Participant ratings of trust for each application.

process the simplest to access and execute. By contrast,
those who mentioned ease-of-use relative to Facebook Mes-
senger typically associated it with familiarity as opposed to
any mechanism in particular.

7.3 Trust
As part of each post-task questionnaire, participants were
asked to rate their trust in each application. They were
presented with the statement “I trust this application to be
secure” and asked to rate the statement on a 5-point Likert
scale ranging from “strongly disagree” to “strongly agree.”
Responses for the two phases are shown, normalized, in
Figure 4.

Comparing the trust scores from the two phases, two points
stand out. First, a “strongly disagree” response—indicating a
total lack of trust in the application—appeared for all three
of the applications in the first phase, but not at all in the
second phase. This is mostly due to one participant from
the first phase who chose “strongly disagree” for all three
systems. Secondly, responses of “strongly agree”—indicating
confidence and trust in the application—are much more
prevalent in the second phase.
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To compare the trust scores in more detail, we ran a mixed
model ANOVA Test, which allowed us to see the the inter-
action between the two independent variables (application
and phase). We found that there is a significant interaction
between the application and the study phase (F(2,140) =
5.023, p = 0.008, partial η2 = 0.067).

To determine whether there was a simple main effect for
the application, we ran a repeated measures ANOVA on
each phase. There was a statistically significant effect of
the application on trust for phase one (F(2,46) = 4.173, p
= 0.022, partial η2 = .154). By examining the pairwise
comparisons, we found that the trust score was significantly
lower for Viber as compared to WhatsApp in the first phase
(M = 0.542, SE = 0.180, p = 0.19).

To determine whether there was a simple main effect for the
study phase, we ran a one-way ANOVA on each application
to compare the trust between the two phases. There was a
statistically significant difference in trust ratings between the
two phases for Viber (F(1,70)=14.994, p < 0.0005, partial
η2 = .176). The mean trust for Viber in the first phase was
3.58, and in the second phase it increased to 4.40.

Altogether, this analysis indicates that Viber was trusted
less than WhatsApp in the first phase, but then was trusted
significantly more in the second phase, after some instruction
about the importance of the authentication ceremony. The
trust for Viber increased in the second phase to the point
that it was not significantly different from WhatsApp.

Participant commentary raised two other points of interest.
First, participants strongly associated reputation with the
trustworthiness of applications. Viber, for example, despite
possessing a large user base outside of the United States,
was essentially unknown to our participants, leading them
to express wariness of this application. Facebook’s status
as a household name both inspired confidence and distrust.
While its reputation as a large and established company
reassured some, others were discomfited by the many nega-
tive stories they had heard about account hacks and privacy
invasions on Facebook. Second, responding to descriptions of
end-to-end encryption and promises of secure communication
by the various applications, multiple participants remarked
that they had no way to truly gauge the validity of those
statements. Both these sentiments are captured by a remark
from R10B, “I would say it’s a double-edged sword because
Facebook—everyone knows Facebook—but it has that repu-
tation of getting hacked all the time. But I’ve never heard
of Viber or WhatsApp, so it could easily be some third-party
Ukrainian mean people who want to steal information because
that’s just who they are. And whether it states that they’re
not gonna read or listen to the conversations and stuff like
that... well, who knows?” However, most opted to believe,
for as one participant concluded, “at some point, you have
to trust something.”

8. OBSERVATIONS
During our study, certain participant experiences and com-
mentary stood out, highlighting a handful of concerns about
each of the three applications individually, and in general.
We feel that these observations are worthy of note in that
they suggest directions for focus and improvement in the
domain of secure messaging.

8.1 Single key fingerprint
WhatsApp and Viber both generate a single key fingerprint
to be shared between pairs. While alternating recitation of
segments of the key is likely the intention of developers, in
practice, relationship dynamics complicate the issue. We
observed several instances where the dominant partner in
the relationship read the entire key on their own, with their
partner simply offering an affirmation in response. When
key verification is done in this manner, one party never
actually demonstrates any knowledge of the shared secret—it
is entirely possible that a man-in-the-middle could simply
convey validation of the key when their key is, in actuality,
different. This effect is further emphasized when, as we
saw in one instance, the listening party asks the speaking
party to repeat the first part of the key, reinforcing the
speaking party’s belief that their partner is in possession
of the correct key. It is, however, worth noting that this
“extended” validation once again did not demonstrate any
actual knowledge of the secret.

8.2 Key length
It was often observed during the study that participants were
surprised at the length of the key data they were intended to
relay to their partners. Though every application used a form
of fingerprinting to greatly reduce the total characters that
needed to be read, users often verbally remarked that strings
were too long. During the key exchange process we often
witnessed fatigue, as participants would read only half the
key and claim that was “good enough” and some recipients
even ignored the key being read to them by their partners
after the first few numbers matched. R27A used a QR code
transmission to handle her first authentication ceremony with
WhatsApp. Upon realizing that no such option existed for
Viber, her second application used, she looked at the key and
exclaimed, “It’s about eight years long!”. R27A successfully
checked every digit of the key data with her partner, but
voiced her disapproval of its length repeatedly throughout.

8.3 Viber-specific issues
We observed two issues with Viber. The first relates to its
mechanism for verifying a new user’s phone number. While
most applications send a confirmation text containing a code,
as does Viber, it nevertheless defaults to calling the new user
first as a primary and alternative confirmation mechanism.
This took many of our participants by surprise and left
them ill-at-ease to see an unknown number suddenly calling
them. Secondly, and far more concerningly, Viber does not
provide a mechanism to revoke trust. While this is likely a
conscious decision on the developers’ part, it can cause issues
in practice. More specifically, one participant inadvertently
tapped the trust button while trying to figure out how to
verify his partner’s key, thus accidentally conveying to the
application in an apparently irreversible manner that this
individual was now trusted.

Many users were also critical of the Viber UI’s phrasing
for the option to begin the process of key verification. The
option is labeled “Trust this contact,” which many users
hesitated to press, unsure if it would inform the application
to trust the contact or if it would bring up further dialogues
to perform the validation. R36A visibly hesitated during this
step during the study and articulated this concern in the
exit interview: “if I click ‘Trust this Contact’ but I haven’t
verified [my partner] yet, it’s kind of weird.”
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8.4 WhatsApp-specific issues
We observed several issues with WhatsApp. WhatsApp ap-
pends a pair of checkmarks next to each message, representing
the delivery and read status of the respective message. How-
ever, a handful of participants mistakenly associated these
checkmarks with security, operating under the misconception
that a checkmark beside a given message indicated that it
had been secured. The other two issues concern the key veri-
fication mechanism. When a matching QR code is scanned,
the application briefly flashes a green checkmark logo over
the QR code area, indicating that the fingerprint has been
validated and is correct. However, because it disappears
quickly, leaving no lasting indication that verification has
occurred, numerous participants wondered if they had veri-
fied the key or not. Additionally, the key verification screen
includes a button to share a screenshot of the verification
screen. Some of our participants assumed that they could
use this to send a screenshot to their partner, who could
then scan the QR code contained therein. Unfortunately for
them, WhatsApp does not provide functionality to scan a
QR code from an image, serving to confuse those who tried.

8.5 Facebook Messenger-specific issues
In addition to the usability concerns already described, such
as the difficulty in locating device keys, Facebook Messenger’s
Secret Conversation functionality—its mechanism for secure
communication—errored more than a few times during our
study. More importantly, however, was that these errors were
not apparent to participants. Participants were thus unaware
that the Secret Conversation was not operating as intended,
and instead blamed themselves or their counterparts for
failure. One example we encountered several times was
that encrypted messages sent via this mechanism appeared
normally on the user’s phone despite never being received
by their partner. One such participant began shouting in
exasperation at her phone, exclaiming, “I feel like I am having
a conversation with myself ! What’s wrong with this app?!”

8.6 Key changes
One important issue that secure messengers must deal with
in practice is a key change occurring mid-conversation. As
this was not tested by our participants during our study, we
recreated this scenario in each of the three applications to ob-
serve their respective reactions. Facebook Messenger inlines
a message when one’s conversation partner’s key changes,
informing the user that their device has changed and that
their key has changed. While it does not explicitly instruct
the user to re-verify the key, of the three applications, it
makes the user aware that key change has occurred. Viber
gives no proactive notification to the user that key change has
occurred, but when the conversation menu is again accessed
post-change, Viber includes an explicit message warning the
user that they will need to re-verify the identity of their
conversation partner. WhatsApp presented no notification
that we could observe. It neither inlined a notification as
Facebook Messenger did, nor does it indicate to the user
that re-verification must be performed. In fact, WhatsApp
presents no lasting UI change that allows a user to confirm
that verification has occurred at all.

9. USER THREAT MODEL
Two authors jointly coded responses to two survey questions
used in both phases regarding participant perception of the
authentication ceremony. These questions were:

• Please explain why you think you have (or have not)
verified the identity of your friend.

• Who do you think can read your message except you
and your friend?

In reviewing the coded data, some details of the threat models
perceived by users became evident.

Note that, if correctly followed, completing the authentica-
tion ceremony successfully guarantees that a participant has
authenticated their partner and no other party can listen in
on the conversation. This of course assumes that the appli-
cations have properly implemented cryptographic protocols.
None of the applications studied are open source, so their
claims cannot be verified.

Of the 141 times the first of these prompts was presented
(excluding Facebook Messenger errors), 109 responses indi-
cated that the authentication ceremony was a primary reason
for successful identification. This is encouraging, but also
expected given the focus that the study placed on its signifi-
cance, which may have biased participants. For example, in
response to the first prompt, R13B stated “...I asked him a
person[al question] that he responded [to] in the right man-
ner, but also because our messages were encrypted and our
personal keys matched.” The use of questions that rely on
shared knowledge was a common response to this prompt,
and it was often coupled with a reference to verifying the
key.

Where verification of personal inquiries are mentioned in
tandem with key verification as a reason for verified identi-
ties, it is unclear whether participants believe the inquiry
can be used as a substitute for key verification or if they
are expressing the more secure notion that proper key ver-
ification includes explicit identity matching. To mitigate
any mislabeling due to this lack of clarity, we focus on the
responses that did not mention key verification as the reason
for identity verification, which occurred 32 times. These
responses focused on verifying features of their partner and
considered impersonation or physical duress attack vectors.
For example, R24A asserted he had verified the identity of
his partner because he had “asked personal questions that
are difficult to know from online material/searches and R36B
confided that his partner “was able to tell [him] something
that no one else would know. Unless he was being held at
gunpoint.” Of these 32 responses, 28 (88%) of them mention
using features of their partner as the method of verifying
identity (e.g. physical appearance in video, shared private
knowledge, familiar voice). Two others mentioned trust in
the application itself, one admitted no attempt to verify, and
one trusted that their partner verified on their behalf.

The second prompt listed above provided some insight into
the set of possible attackers considered by participants. This
question was issued 141 times as well, immediately following
the prompt mentioned earlier. Though 109 responses indi-
cated that the identity of their partner had been verified,
only 76 (70%) responses indicated that no other party could
read messages exchanged between the two partners. The
responses of those who indicated that other parties may be
privy to the information were coded to determine the na-
ture of the suspect parties. Five distinct entities were found
to be mentioned in those responses: government, cellular
service providers, physical accessors (e.g., shoulder surfers,
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Type Times Mentioned

Service Provider 4
Government 8
Hackers 17
Physical Accessors 18
Application Developer 19

Table 6: Attacker types suspected by participants.

thieves), the application developer, and remote “hackers”.
The number of times each of these entities was mentioned
in a response are recorded in Table 6. Thirty-three of these
labels come from persons who identified the importance of
the key in verifying their partner’s identity but obviously
remained skeptical as to the full security of the application.

It is interesting to note that man-in-the-middle attacks were
not explicitly mentioned as a possible attack vector in the
responses to either of the prompts evaluated here. Imper-
sonation was mentioned frequently in responses to the first
prompt, and various tampering by governments and those
with physical access to phones and their software were men-
tioned in responses to the second prompt. The apparent
lack of awareness of man-in-the-middle attacks seemed to
influence the trust users had in each other’s identity, based
on the frequent mentions of things like shared knowledge
and videos used when identifying users. Many respondents
further demonstrated this unknown attack surface through
additional commentary. For example, R24A said he “just did
not consider verifying her identity. Thought [it] would [be]
hard to replicate it within this short time.”

Many users did seem to grasp that there were other attacks
possible, but used the term “hacker” as a generic catchall for
these. For example, R27B mentioned that no one could read
the messages sent between her and her partner “unless people
read over our shoulder or people hack into our Facebook
accounts and read them before we delete them.” Similarly,
R36A and R28A stated that the only people who could
read the encrypted messages were “just the two of us unless
there were hackers” and “not WhatsApp or third parties! But
probably people with skills,” respectively.

In addition to being a catchall, use of the “hacker” response
may also be providing insight into belief in a theoretical
ceiling of network security by users. Since most users are
unfamiliar with the mathematical foundations of cryptog-
raphy and the details of security protocols, many struggle
to adopt secure practices and understand the nature of var-
ious threats. On the other hand, users are often aware of
their own ignorance in such matters, and these responses
might indicate that users account for this in mental models
by incorporating a “hacker” entity that is always capable of
subverting any piece of the system. In this sense, lack of
security knowledge affects both users’ ability to make secure
decisions and lowers their confidence in security itself.

Some users also expressed some suspicion of the applications
themselves for government and/or developer eavesdropping.
R24B was suspicious of both: “Viber (if they want to) &
government investigation agencies”. Others respondents ex-
plicitly mentioned “backdoors” built into the applications or
general suspicions like R29B: “I still feel like WhatsApp can

read the messages even though they say they can’t.” Finally,
some users were wary of logging, as exemplified by R15A:

“The company I’m sure has records of the texts but [security]
depends on if they go through them or not.”

Overall, the responses indicate that users have a healthy wari-
ness and high-level understanding of impersonation attacks,
government and developer backdoors, and physical theft, but
that the same cannot be said for man-in-the-middle attacks,
both passive and active. It is assumed that some of the
mentions of “hackers” refer to this, but these responses were
far less specific than for other attacks. In other words, it
appears that users’ threat models do not include the ability
for attackers to be positioned in between the two endpoints of
a conversation. If this was understood, we hypothesize that
far less respondents would have relied on physical appearance
or shared knowledge as an identity verification mechanism.
Since one of the primary goals of the secure exchange of keys
is to thwart man-in-the-middle attacks, work may be needed
to help users understand this attack vector.

10. CONCLUSION
We used a two-phase study to examine whether users are
able to locate and complete the authentication ceremony
in secure messaging applications. In the first phase, users
were aware only of the need to authenticate and ensure
confidentiality, and only two of twelve users were able to
locate the authentication ceremony, with an overall success
rate of 14%. Participants instead primarily used personal
characteristics, such as a person’s voice, face, or shared
knowledge. In the second phase, users were instructed about
the importance of comparing encryption keys in order to
authenticate a partner, leading to an overall success rate of
78%. Users were significantly more successful using Viber.
However, the time required to find and use the authentication
ceremony was 11 minutes, combined, on average across all
applications, which may be so long that it would discourage
users from authenticating each other.

Based on our findings, we believe that many users can locate
and complete the authentication ceremony in secure messag-
ing applications if they know they are supposed to compare
keys. However most people do not understand the threat
model, so it is not clear that they will know how important
it is to compare keys.

An open question is how secure messaging applications can
prompt the correct behavior, even without user understand-
ing. It may be possible to leverage the tendency users have
to rely on personal characteristics for authentication. We are
exploring the use of social authentication [20] as a way of
translating authentication of encryption keys into a method
that is more understandable to users.

Another area for future work is improving the authentication
ceremony so that it does not take so long to complete. A
system like CONIKS [9] may help to automate the process of
discovering another person’s key without relying on a single
trusted party, while also providing non-equivocation so that
key servers cannot deceive users.
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APPENDIX
A. STATISTICAL TESTS
This section contains the details of the statistical tests we
ran.

A.1 Success and Failure Rates
This data measures whether the participants were successful
in using the authentication ceremony for each application
in the second phase of the study. We want to test whether
there are any differences between the applications.

Because the data is dichotomous we used Cochran’s Q Test
and found that the success rate was statistically different for
the applications (χ2(2) = 15.429, p<.0005).

We then ran McNemar’s test to find the significant differences
among the pairs of applications. As shown in Table 7, and
after applying a manual Bonferroni correction for the three
tests (requiring p<0.0167), there is a significant difference
between WhatsApp and Viber (p=0.008) as well as between
Facebook Messenger and Viber (p<0.0005).

A.2 Task Completion Times
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Fail Success N Exact Sig.

Viber

WhatsApp
Fail 2 8

48 0.008
Success 0 38

Viber

Messenger
Fail 0 12

42 0.000
Success 0 30

Messenger

WhatsApp
Fail 4 2

42 0.109
Success 8 28

Table 7: McNemar’s test for success and failure

This data measures the time taken by participants to (a) find
the authentication ceremony and (b) complete the authen-
tication ceremony, which was only measured in the second
phase of the study. We want to know if there is a significant
difference in the time to complete these tasks among the
three different applications tested—WhatsApp, Viber, and
Facebook Messenger.

We first tested for normality using the Shapiro-Wilk test. As
Table 8 shows, the data is not normally distributed for any
application (p<0.05).

Task Application Statistic df Sig.

Finding Ceremony
WhatsApp 0.902 38 0.003
Viber 0.878 46 0.000
Messenger 0.886 30 0.004

Completing Ceremony
WhatsApp 0.856 38 0.000
Viber 0.835 46 0.000
Messenger 0.762 30 0.000

Table 8: Shapiro-Wilk test for task completion times

We next ran the Kruskal-Wallis test, which is a nonparametric
test that can determine if there are statistically significant
differences between two or more groups. This test rejects
the null hypothesis that the distribution of task times is hte
same across the applications, for both finding the ceremony
(p=0.031) and completing the ceremony (p=0.043). We next
ran pairwise post-hoc tests to determine where the differences
occur.

As Table 9 shows, We found a significant difference between
WhatsApp and Facebook Messenger for finding the ceremony
(p=0.029), with Facebook Messenger being faster (mean time,
WhatsApp=3.7 minutes, Facebook Messenger=2.5 minutes).
We also found a significant difference between Viber and
WhatsApp for completing the ceremony (p=0.021), with
Viber being faster (mean time WhatsApp=8.5 minutes, Viber
6.7 minutes). Note, the significance has been adjusted by
the Bonferonni correction for multiple tests.

Test Std. Std. Test Adj.
Task Comparison Statistic Error Statistic Sig.

Finding
Ceremony

Messenger - Viber 14.887 7.616 1.955 0.152
Viber - WhatsApp 5.492 7.114 0.772 1.000
Messenger - WhatsApp 20.379 7.926 2.571 0.030

Completing
Ceremony

Messenger Viber -12.000 7.702 -1.558 0.358
Viber - WhatsApp 17.526 7.195 2.436 0.045
Messenger - WhatsApp 5.526 8.016 0.689 1.000

Table 9: Pairwise comparisons from Kruskal-Wallis post-hoc
tests for task completion times

A.3 Favorite Rankings
This data measures the system participants selected as their
favorite, which was only collected in the second phase of the
study. We want to test whether there are any differences
between the favorite rankings for each application between
the two phases.

We ran a Chi-Square test using the scores for the favorite
application. As shown in Table 10, there are no statistically
significant differences.

Favorite Favorite Favorite Pearson Asym.
Phase WhatsApp Viber Messenger Chi-Square df Sig.

1 9 2 11
2.069 2 0.355

2 15 11 21

Table 10: Chi-Square test for favorite application ranking

A.4 Trust Scores
We ran a mixed model ANOVA Test because we are interested
in seeing the interaction between two independent variables
(application and phase). This data is not well suited to
a Kruskal-Wallis test because the use of the Likert scale
provides too many ties when measuring trust. Mauchly’s test
of sphericity indicated that the assumption of sphericity was
met for the two-way interaction (χ2(2) = 3.385, p=.184).

We next examined the results for tests of within-subject
effects and found that there is a significant interaction be-
tween the application and the study phase (F(2,140)=5.023,
p=0.008, partial η2 = 0.067).

To determine whether there was a simple main effect for
the application, we ran a repeated measures ANOVA on
each phase. As shown in Table 11, there was a statisti-
cally significant effect of the application on trust for phase 1
(F(2,46)=4.173, p=0.022, partial η2 = .154). Note that due
to a violation of the sphericity assumption in phase 2, we
use the Greenhouse-Geisser correction.

Mean Mean Mean
Phase WhatsApp Viber Messenger df F Sig. η2

1 4.13 3.58 3.79 2,46, 4.173 0.022 0.154
2 4.10 4.40 4.17 1.69,79.42 1.843 0.171 0.038

Table 11: Repeated measures ANOVA on each phase

By examining the pairwise comparisons, shown in Table 12,
we found that the trust score was significantly lower for
Viber as compared to WhatsApp in the first phase (M=0.542,
SE=0.180, p=0.19). Note, we use the Bonferroni correction
for multiple tests.

Mean Std. Adj. Lower Upper
Comparison Difference Error Sig Bound Bound

WhatsApp-Viber 0.542 0.180 0.019 0.076 1.007
WhatsApp-Messenger 0.333 0.155 0.128 -0.068 0.735
Messenger-Viber 0.208 0.225 1.00 -0.373 0.789

Table 12: Pairwise comparisons from one-way ANOVA on
each application, phase 1

To determine whether there was a simple main effect for
the study phase, we ran a one-way ANOVA on each appli-
cation to compare the trust between the two phases. As
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shown in Table 13, there was a statistically significant dif-
ference in trust ratings between the two phases for Viber
(F(1,70)=14.994, p<0.0005, partial η2 = .176). The mean
trust for Viber in the first phase was 3.58, and in the second
phase it increased to 4.40.

Mean
Application Phase 1 Phase 2 df F Sig. η2

WhatsApp 4.13 4.12 1,70 0.007 0.935 0.00
Viber 3.58 4.40 1,70 14.994 0.00 0.176
Messenger 3.79 4.17 1,70 2.230 0.140 0.031

Table 13: One-way ANOVA on each application

B. STUDY MATERIALS
This section contains the study materials we used. The in-
terview guide and interview form were used by the study
coordinators to ensure that each pair of participants experi-
enced an identical study. The questionnaire was followed by
study participants to guide them through the study.

B.1 Interview Guide
Make sure to complete the following steps:

1. When the participants arrive, read them the following:

Welcome to our secure messaging application study. We
are the study coordinators and are here to assist you as
needed.

Before we start the study, we need you to install the
following applications: WhatsApp, Facebook Messenger,
Viber.

In this study, the two of you will be in different rooms
and will use the applications to communicate with each
other. You will each be asked to play the role of an-
other person. I will provide you with information about
this person. During the study, please use the provided
information and not your own personal information.

Notice that even you are in separate rooms, you are
welcome to ask for meeting, calling or emailing your
study partner during the study if you need to complete
the study.

You will be asked to do the task while you are thinking
loud and express your feelings or thoughts about each
single task that you are doing. During the course of this
study we will be recording what is happening in the study
room including your any verbal communication with the
study coordinators. These recordings will not be seen
by anyone beside the researchers and will be destroyed
once our research is complete. We will not collect any
personally identifying information. Any data, besides
the previously mentioned recordings and answers to the
study survey, will be deleted automatically upon your
completion of the study.

You will each receive $10 as compensation for your par-
ticipation in this study. The expected time commitment
is approximately 60 minutes. If you have any questions
or concerns, feel free to ask us. You can end participa-
tion in this survey at any time and we will delete all
data collected at your request. A study coordinator will
be with you at all times to observe the study and also to
answer any questions you may have.

2. Before going to the study rooms, make sure they sign
the audio recording consent form.

3. Make sure their phone has enough space for installing
the three apps (you can ask them to install the apps
before the study starts)

4. Choose one of the available codes for later usage in the
study from the following link (a spreadsheet for time
slots)

5. Flip a coin and choose one participant to be Person A
and one person to be Person B.

6. Take the user with whom you decided to work to the
study room. Complete the following setup steps:

(a) Ask the participant to sit down.

(b) Start the audio recording using the phones in the
lab.

(c) Read the following instructions to your participant:
We are going to ask you to do a series of tasks.
Once you are done with each step, let the study
coordinator know you have finished the task. You
will then fill out a questionnaire and go to the next
step.
We need you to think out loud while you are doing
the tasks, meaning you are supposed to talk about
how you are accomplishing the task and express any
feelings you have.
If you have any questions about the study ask the
study coordinator. Remember you are allowed to
talk to or meet your friend during the study.
Please do not forget think loud.

7. On the chromebook, load the survey from Qualtrics

8. Give the code you already selected to the user.

9. Before using each system, the survey will instruct the
participant to tell you they are ready to begin the next
task.

10. During the course of the task pay attention to what
user is doing and fill out one of the attached sheets.

(a) The user is supposed to think aloud while doing the
tasks. If she forgets, gently remind her.

(b) If the user complains that he is confused, suggest he
can consult with his study partner and do not help
him to accomplish the task. Try not to instruct
the user when they ask questions. Answer them
while giving as little information as you can away
about the study, but try to remind him that he has
a partner who can help him.

(c) If it takes the pair too long to use one application
(10 minutes), then record that as a failure and guide
the user to the next task. If you end the task, inform
the other study coordinator that you have done so,
so that he catches up with you.

11. When the survey is finished, ask the participant about
their experience.

(a) Use the situations you noted while they took the
study or interesting things they said on the survey.

(b) If they had any problems during the study, ask them
to use their own words to describe the problem. Ask
them how they would like to see it resolved.
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12. When the participant is finished, go to meet the other
group in your room. Next, ask them the following
questions: (If it is applicable)

(a) You saw QR codes, strings of digits, and maybe
NFC communication (touching your phones) as
methods for verifying keys. Which one did you
prefer and why?

(b) If you were in a different city or state from your
friend, how would you verify your friend’s key?
Would this be convenient?

(c) Some of these applications, like Facebook Messenger
let you chat both securely and insecurely. The
rest of the applications only let you have secure
conversations. Which approach do you prefer and
why?

13. Thank the participants for their time. Help them fill
out the compensation forms. Send them to the CS office
to be compensated.

14. Stop the audio recording. Save the record by time.

15. Fill in your name:

16. Return this form.

B.2 Interview Form
Study Coordinator’s Name:
Study Number:
System:
WhatsApp, Viber, FaceBook Messenger
Start Time:
End Time:
Key Verification:

� QR Code

� Manual verification via phone call

� Manual verification in person

� Manual verification other:

� NFC

� Verified successfully

� Notices conversation encrypted

Mistakes Made:

� The user sends the key or anything related to the key
via the application itself

� The user sends sensitive data (the credit card number)
unencrypted or before doing the identity verification

� Does not use an encrypted conversation

� Other:

Other:

� The user calls, texts or meets his study partner Explain:

� The application crashes and needs to be restarted. Ex-
plain:

� The user expresses any strong feelings toward the task
(e.g. how boring or hard or easy it is) Explain:

� Other Explain:

C. STUDY QUESTIONNAIRE
Secure Messaging Application Study

1. Please enter the Type.

◦ A

◦ B

2. Please enter the code that study coordinator provides
for you, here.

3. What is your gender?

◦ Male

◦ Female

◦ I prefer not to answer

4. What is your age?

◦ 17 and under

◦ 18-24

◦ 25-34

◦ 35-45

◦ 46-64

◦ 65 and over

◦ I prefer not to answer

5. What is the highest degree or level of school you have
completed?

◦ None

◦ Primary/grade school (2)

◦ Some high school, no diploma

◦ High school graduate: diploma or equivalent (e.g.,
GED)

◦ Some college, no diploma

◦ Associate’s or technical degree

◦ Bachelor’s degree

◦ Graduate/professional degree

◦ I prefer not to answer

6. What is your occupation or major?

7. Mark any of the following options which apply to you.

� Others often ask me for help with the computer.

� I often ask others for help with the computer.

� I have never designed a website.

� I have never installed software.

� I have never used SSH.

� Computer security is one of my job responsibilities.

� I have taken courses related to computer security,
electronic engineering, security, or IT.

� I often use secure messaging applications such as
WhatsApp.

� I have never sent an encrypted email.

� I am familiar with cryptography.

� I understand the difference between secure and non-
secure messaging applications.

8. (Second phase only) How would you rate your knowl-
edge of computer security?

◦ Beginner

◦ Intermediate

◦ Advanced
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9. (Second phase only) If you are reading a website,
such as CNN, using HTTP, who can see what you are
reading?

◦ Nobody, this is a private connection.

◦ Your ISP and CNN, but nobody else.

◦ Any router in between you and CNN.

◦ Your ISP and nobody else.

◦ I don’t know

10. (Second phase only) If you use a regular text mes-
saging application, who can read your text messages?

◦ Only the person you send the text message to.

◦ The person you send the text message to and the
company providing the text messaging service.

◦ Anybody who is nearby.

◦ Google.

◦ I don’t know.

11. (Second phase only) How can you tell if it is safe to
enter your username and password on a website?

◦ The website has a good reputation.

◦ The website has a privacy statement.

◦ There is a lock icon in the URL bar and the URL
shows the right host name.

◦ The web site is professionally designed.

◦ I don’t know.

12. (Second phase only) What is phishing?

◦ Making a fake website that looks legitimate to steal
your private information.

◦ Hacking someone’s computer.

◦ Calling someone pretending to be a company to
steal their information.

◦ Tracking your internet habits to send advertise-
ments.

◦ I don’t know.

13. (Second phase only) What is a public key used for?

◦ I do not know what a public key is.

◦ To encrypt data for the person who owns the corre-
sponding private key.

◦ To setup 2- factor authentication so your password
can’t be stolen.

◦ To identify you to a bank.

◦ To protect an application so you know it is safe to
use.

14. (Second phase only) If you receive a message en-
crypted with your friend’s private key, then you know
that

◦ Your friend has been hacked.

◦ Your friend was the one who sent the message.

◦ Everything you send your friend is private.

◦ You can’t trust what your friend is sending you.

◦ I do not know what a private key is.

15. Which of the following applications have you ever used?
Select as many options that applies to you.

� WhatsApp

� ChatSecure

� Signal

� Telegram

� Zendo

� SafeSlinger

� Allo

� FB messenger

� iMessage

� imo

� Skype

� Viber

� Other

16. What is the main reason why you use these applications
(list of applications from previous question) ?

17. Have you ever tried to verify the identity of the person
you are communicating with when you are using (list of
applications from previous question) ?

◦ Yes

◦ No

◦ Not Sure

18. Have you ever tried to send sensitive information when
you use (list of applications from previous question)?

◦ Yes

◦ No

19. Have you ever had an experience or heard any stories
about any secure messaging applications being compro-
mised?

◦ Yes

◦ No

20. If yes, what story did you hear and what application
was it about?

21. Second Phase Only:

Read aloud the following instructions:

What Is Secure Messaging?

When you use regular text messaging, your 
phone company can read your text messages.
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When you use secure messaging apps, you are 
having a private conversation with your friend. 

Not even the company running the service can 
see your messages.

But you still need to be careful. A hacker could 
intercept your traffic. 

The bad guy

To make sure your conversation is secure, these 
applications assign a “key” to each person.

You need to make sure the key you see is the 
same key your friend sees.

???

???

Secure messaging apps provide a way for you to 
compare these keys.

We want to see how well the application helps 
you do this.

22. Tell the study coordinator that you are ready for the
next task to begin.

Repeat the following block for each of the three
applications

23. You would like to send secure text messages to your
friend. For example, you might want to ask for a credit
card number you left at home, or talk confidentially
about a friend who is depressed.

In this study we need you to do the following steps:

For Person A

You are going to be using (WhatsApp/Viber/Facebook
Messenger) for secure texting with your friend. This
application is designed to help you have a private con-
versation with your friend.

Your task is to make sure that you are really talking to
your friend and that nobody else (such as the service
provider) can read your text messages. The application
should have ways to help you do this.

We want you to talk and think aloud as you figure this
out.

Once you are sure the conversation is secure, ask the
other person to send you your credit card number with
the following message.

“Hello! Can you send me my credit card number that I
left on my desk at home?”

For Person B

You are going to be using (WhatsApp/Viber/Facebook
Messenger) for secure texting with your friend. This
application is designed to help you have a private con-
versation with your friend.

Your task is to make sure that you are really talking to
your friend and that nobody else (such as the service
provider) can read your text messages. The application
should have ways to help you do this.

We want you to talk and think aloud as you figure this
out.

Say out loud why you believe you are texting to the
right person and why nobody else can read the text
messages. Your preference is to figure this out without
the other person in the same room, but If you need to
visit the other person to do this, you should go ahead
and visit them.

Once you are sure the conversation is secure, he/she
will ask you to send his/her credit card number through
the application. Use the following number in the study:
“132542853779”=

24. You will now be asked several questions concerning your
experience with (WhatsApp/Viber/Facebook Messen-
ger).

25. (Second phase only) Please answer the following
questions about (WhatsApp/Viber/Facebook Messen-
ger). Try to give your immediate reaction to each state-
ment without pausing to think for a long time. Mark
the middle column if you don’t have a response to a
particular statement.

• I think that I would like to use this system fre-
quently.

◦ Strongly agree

◦ Somewhat agree

◦ Neither agree nor disagree

◦ Somewhat disagree

◦ Strongly disagree

• I found the system unnecessarily complex.

◦ Strongly agree

◦ Somewhat agree

◦ Neither agree nor disagree

◦ Somewhat disagree

◦ Strongly disagree

• I thought the system was easy to use.

◦ Strongly agree

◦ Somewhat agree

◦ Neither agree nor disagree

◦ Somewhat disagree

◦ Strongly disagree

• I think that I would need the support of a technical
person to be able to use this system.
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◦ Strongly agree

◦ Somewhat agree

◦ Neither agree nor disagree

◦ Somewhat disagree

◦ Strongly disagree

• I found the various functions in this system were
well integrated.

◦ Strongly agree

◦ Somewhat agree

◦ Neither agree nor disagree

◦ Somewhat disagree

◦ Strongly disagree

• I thought there was too much inconsistency in this
system.

◦ Strongly agree

◦ Somewhat agree

◦ Neither agree nor disagree

◦ Somewhat disagree

◦ Strongly disagree

• I would imagine that most people would learn to
use this system very quickly.

◦ Strongly agree

◦ Somewhat agree

◦ Neither agree nor disagree

◦ Somewhat disagree

◦ Strongly disagree

• I found the system very cumbersome to use.

◦ Strongly agree

◦ Somewhat agree

◦ Neither agree nor disagree

◦ Somewhat disagree

◦ Strongly disagree

• I felt very confident using the system.

◦ Strongly agree

◦ Somewhat agree

◦ Neither agree nor disagree

◦ Somewhat disagree

◦ Strongly disagree

• I needed to learn a lot of things before I could get
going with this system.

◦ Strongly agree

◦ Somewhat agree

◦ Neither agree nor disagree

◦ Somewhat disagree

◦ Strongly disagree

26. I trust this application to be secure.

◦ Strongly agree

◦ Somewhat agree

◦ Neither agree nor disagree

◦ Somewhat disagree

◦ Strongly disagree

27. Have you managed to verify the identity of your friend
correctly?

◦ No

◦ Yes

◦ Not sure

28. Please explain why do you think you have (or have not)
verified the identity of your friend.

29. Who do you think can read your message except you
and your friend?

End of the repeated block

30. You have finished all the tasks for this study. Please
answer the following questions about your experience.

31. Which system was your favorite?

◦ WhatsApp

◦ Viber

◦ FaceBook Messenger

◦ I didn’t like any of the systems I used

32. Please explain why.

33. Which of the following applications have you ever used
for secure communication? Select as many options that
applies to you.

� WhatsApp

� ChatSecure

� Signal

� Telegram

� Zendo

� SafeSlinger

� Allo

� FB messenger

� iMessage

� Skype

� imo

� Viber

� Other

34. Please answer the following question. Try to give your
immediate reaction to each statement without pausing
to think for a long time. Mark the middle column if
you don’t have a response to a particular statement.

It is important to me to be able to have private conver-
sations with my friends and family using secure appli-
cations (like WhatsApp).

◦ Strongly disagree

◦ Disagree

◦ Neither Agree nor Disagree

◦ Agree

◦ Strongly Agree

35. Did you know about encryption before attending this
study?

36. Are you willing to participate in a follow up study? If
so, please leave your name and phone number with the
study coordinator.
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ABSTRACT
Using a secure screen lock mechanism is important to pre-
vent unauthorized access and compromise of valuable data
stored on smartphones. However, many users still choose
not to use any such mechanism and often state inconve-
nience as the main reason. In this paper, we argue that lack
of risk awareness plays an important role behind many users’
insecure behavior rather than inconvenience, which can be
addressed by communicating risks more effectively. To test
this hypothesis, we designed an informational video explain-
ing the risks of unauthorized access to smartphones with no
screen lock. We compared a control group (n = 114) to a
treatment group that viewed the video (n = 114) in terms
of risk perceptions, concerns, and attitudes towards secure
screen lock methods. Subsequently, a follow-up study was
conducted to see whether the video was effective in changing
participants’ behavior or not (i.e., enabling a secure screen
lock). We found statistically significant differences between
treatment and control group participants in terms of per-
ceived severity, risk awareness, response cost, and privacy
and security concerns. Furthermore, the follow-up study re-
vealed that significantly more participants in the treatment
group enabled a secure screen lock than those in the control
group (48/96 (50%) vs. 21/98 (21%), respectively). Finally,
we present our analysis of qualitative data to further explain
participants’ behavior.

1. INTRODUCTION
Smartphones have become an indispensable part of our daily
lives and are increasingly being used for storing and access-
ing a variety of personal data such as photos, emails, SMS
messages, social media posts, and locations. As the sensi-
tivity of the data items stored on smartphones continues to
grow, using screen lock features (e.g., PIN, pattern, pass-
word, biometric (e.g., fingerprint)) to protect smartphones
from unauthorized access is becoming increasingly impor-
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tant [21, 29, 42, 43, 53]. However, prior work has shown
that 40%-45% of smartphone users do not use any screen
lock mechanism [3, 21] and identified inconvenience (i.e.,
“It’s too much of a hassle”) as the top reason, followed by low
perceived data value (i.e.,“No one would care about what’s
on my phone”) [21, 28].

While these findings may prompt researchers to investigate
ways to improve the usability of screen lock mechanisms,
which is definitely an important research direction to pur-
sue, we would like to argue that lack of perceived vulnera-
bility and risk awareness can prompt some users to rate the
perceived inconvenience relatively higher compared to the
perceived benefits of using secure screen lock. Intuitively,
if a user does not feel like he/she is at risk of being com-
promised and does not realize the possible consequences of
unauthorized smartphone access, he/she is unlikely to adopt
a screen lock mechanism, even if it is convenient and easy
to use. On the contrary, if someone realizes the risks of be-
ing compromised, he/she is more likely to adopt a secure
screen lock mechanism despite minor inconvenience. This
argument is in line with findings of prior efforts that have
found that when individuals underestimate or are unaware
of risks, they often engage in insecure behavior [33, 56, 55].
For example, many users select weak passwords or recycle
them from service to service [24] because they think the risk
of their accounts being hacked is low [8]. This lack of risk
awareness applies to many other security tools and features,
including smartphone screen locking [21, 29]. Communicat-
ing risks to users is therefore critical for raising their aware-
ness, which in turn can influence their behavior [56, 44].

As such, in this paper, we focus on risk communication using
fear appeal and test its effect on users’ attitude and behav-
ior. Using guidelines from prior efforts in fear appeal [57], we
designed a video focusing on four basic elements, namely, (1)
perceived severity (an individual’s assessment of the threat),
(2) perceived vulnerability (an individual’s susceptibility to
the threat), (3) self-efficacy (an individual’s ability to per-
form the recommended preventive behavior), and (4) re-
sponse efficacy (an individual’s assessment of the efficacy
of the recommended preventive behavior).

Since answering survey questions can raise risk awareness
and cause participants to change their locking behavior, to
reliably test the effect of the video on users’ attitudes and
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opinions about smartphone screen locks, we ran a controlled
study where one group of participants answered the sur-
vey questions after watching the video and the other group
without watching the video. Participants who completed
the main survey were invited to participate in a follow-up
survey approximately one week after the completion of the
main survey. The aim of the follow-up study was to observe
whether or not participants had enabled a secure screen lock
method since the first survey. To avoid biasing participants’
behavior, we did not inform participants about the possibil-
ity of the follow-up in the main study.

In our study, we observed that the video significantly af-
fected perceived severity, vulnerability, and response effi-
cacy. The rating for perceived inconvenience of using the
secure screen lock was also significantly lower for the treat-
ment group. Finally, the follow-up study revealed that sig-
nificantly more participants in the treatment group enabled
a secure screen lock than those in the control group (48/96
(50%) vs. 21/98 (21%), respectively).

The rest of the paper is organized as follows. Section 2
presents prior work related to our current study and dis-
cusses the basic concepts underlying our analysis. Section 3
explains the study design. Key findings along with detailed
analysis are presented in Section 4. Implications of our find-
ings are discussed in Section 5. Limitations of our study
along with possible future directions are discussed in Sec-
tion 6. Finally, Section 7 concludes the paper.

2. RELATED WORK
Use of a secure screen lock is often recommended by security
experts [6, 2, 7]. However, many users still choose not to use
secure screen locks on their smartphones. Multiple recent ef-
forts in usable security and privacy have tried to understand
the reasons behind such insecure user behavior in the con-
text of smartphone security. For example, De Luca et al. [19]
and Bhagavatula et al. [13] investigated reasons for (not) us-
ing biometric authentication mechanisms on smartphones.
Egelman et al. [21] and Harbach et al. [29] investigated why
some people choose not to lock their smartphones, finding
that inconvenience was a primary reason. Egelman et al. [21]
also investigated perception of risk, finding that most par-
ticipants underestimated the amount of sensitive data that
can be mined from their email accounts, and that those who
lock their smartphones were more likely to find sensitive
data. In the same vein, Harbach et al. [29] found that most
users were more concerned about the cost to replace their
phone if it was lost than the data on the phone. More re-
cently, Harbach et al. [28] conducted an international survey
of 8,286 participants from 8 countries using the Google Con-
sumer Surveys (GCS) platform to investigate whether peo-
ples’ smartphone locking behavior differed by country. They
found that one third of those surveyed do not use a secure
lock screen. Furthermore, the most commonly cited reason
was “inconvenience”, which was mentioned by 43% (1795)
of the participants. In another study, Harbach et al. [27]
found that the majority of the participants would not adopt
a secure lock screen even if it were more secure. However,
most of them indicated that they would be more willing to
adopt one if it was quicker than the existing methods. This
suggests that “inconvenience” is a major reason for not us-
ing any secure lock screen method, and acts as a significant
barrier to adoption.

Interestingly, these prior findings are in line with Herley’s [30]
argument suggesting that users apply a cost-benefit analysis
in security-related decisions. Rejection of advice, even that
of security experts, occurs when users see the costs of a sug-
gested behavior as too high relative to the benefit. Fagan
and Khan [22] recently looked at the risk-cost-benefit per-
spective of followers and non-followers for different security
advices and showed that, in general, each group believes that
they are doing the “right” thing. In other words, followers of
a certain security advice perceive the benefits of complying
as higher than non-followers do. Likewise, followers perceive
the risk of not complying as higher than non-followers. This
divergence in perception indicates a fundamental difference
in the mental models of followers and non-followers, which
is unlikely to be resolved by just designing better tools.

One possible way to address this divergence in perceptions
is through effective risk communication, which may alter the
risk-cost-benefit perspective of non-followers, leading to be-
havior change. Nudging users in the right direction using ap-
proaches such as providing social cues is another alternative.
Among a limited number of efforts that investigated ways
to motivate users toward adoption of security tools, Das et
al. [18] recently examined the influence of social motivations
in adoption of recommended security features (login notifi-
cations, 2FA, and trusted contacts). They found that 4%
of Facebook users adopted one of the recommended security
features within a week of seeing an announcement, and 9.9%
within five months. Notably, there was no significant differ-
ence between the group that viewed the announcement with
social cues and the group that viewed it without social cues.
More recently, Albayram et al. [9] investigated the effective-
ness of informational videos designed to provide an introduc-
tion to two-step verification (i.e., 2FA) in persuading users
to enable the feature (i.e., behavioral change). They created
eight video tutorials based on three themes (i.e., Risk, Self-
efficacy, and Contingency) and evaluated the effectiveness
of different video content. They also ran a follow-up study
to determine whether or not participants who watched the
video enabled 2FA for their Gmail account. They found that
the Self-efficacy and Risk themes were the most effective in
making the videos more interesting, informative, and useful,
which were also found to be significantly correlated with
participants’ decisions to enable 2FA. Moreover, they found
that the video including both Risk and Self-efficacy themes
had the highest adoption rate, with 39.5% of the partici-
pants reporting enabling 2FA for their Gmail account. Van
Bruggen et al. [53] used intervention messages with differ-
ent themes (i.e., morality, deterrence, incentive) to persuade
users to adopt screen locks on their smartphones, which is
closest in spirit to our work. These were sent as text mes-
sages with a 160-character limit. The messages had only a
limited effect on behavior (the morality theme was the most
effective, with 31% of users changing their locking behavior).

Although these prior studies demonstrated the difficulty in
changing users’ behavior, none investigated the effect of risk
communication in the context of smartphone locking behav-
ior, using fear appeal which emphasizes the potential nega-
tive consequences of not following the recommended advice
or behavior [57, 36, 15, 49, 51]. According to Witte [57],
a fear appeal needs to focus on four basic elements: (1)
perceived severity (assessment of threat), (2) perceived vul-
nerability (susceptibility to threat), (3) self-efficacy (abil-
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ity to perform the recommended preventive behavior), and
(4) response efficacy (assessment of the efficacy of the rec-
ommended preventive behavior). Among numerous theories
that attempt to explain fear appeal [32, 57, 48], Protection
Motivation Theory (PMT) suggests that the motivation to
protect depends on threat appraisal (elements (1) and (2) of
fear appeal) and coping appraisal (elements (3) and (4)). If
threat appraisal results in fear due to an individual assess-
ing a threat as relevant and potentially harmful (i.e., threat
appraisal is high), and the individual believes in his or her
ability to perform the recommended behavior (i.e., coping
appraisal is high), then these two processes elicit protection
motivation behaviors [49, 57].

Protection Motivation Theory (PMT) [48, 49] has been ap-
plied to study the efficacy of fear appeal in promoting se-
cure behavior such as the use of antivirus software [15] and
creation of strong passwords [35] in the past. For exam-
ple, Boss et al. [15] manipulated the intensity of fear appeal
in a longitudinal study, observing that fear appeal had a
significant effect on intention to back up data and actual
backup frequency. They also found fear appeal to be effec-
tive in promoting the use of antivirus software. Jenkins et
al. [35] documented the effectiveness of fear appeal in the
context of password creation. Specifically, they found that
88% of those who received warning messages when a recycled
password was detected created unique passwords, compared
to 4.5% of those who did not receive a warning message.
Vance et al. [54] examined the impact of fear appeal in mo-
tivating users to increase their password strength. During
an account-creation process, users were shown one of four
messages: one with a fear appeal (i.e., message including
susceptibility, severity, self-efficacy and response efficacy),
one with interactivity (i.e., showing strength of password
as typed-in), both fear appeal and interactivity, and none of
these. They found that those shown a fear appeal in interac-
tive form created significantly stronger passwords than those
shown only fear appeal or only interactive messages. The
effectiveness of fear appeal has been documented in other
efforts as well [36, 20].

While a significant volume of prior research has looked at
fear appeal in the context of security behavior, to the best
of our knowledge, we are the first to investigate the effect of
fear appeal on perceived inconvenience and users’ attitudes
and opinions about smartphone screen locks. Specifically,
this study expands upon prior work that has examined why
users don’t use screen locking mechanisms, and examines
the effectiveness of a fear appeal video (designed based on
Protection Motivation Theory) in changing users’ opinions
in terms of perceived severity, risk awareness, response cost,
and privacy and security concerns, and persuading them to
employ lock screens. The details of our work are presented
in the following sections.

3. METHODOLOGY
The goal of this study is to test whether effective risk com-
munication can change users’ perceptions of perceived sever-
ity, perceived vulnerability, self-efficacy, response cost, and
inconvenience, and trigger behavior change in the context of
smartphone screen locking. Towards this, we formulated the
following hypotheses and designed user studies accordingly.

H1: Participants in the treatment group (i.e., who watched

the video) will have higher perceived data value ratings com-
pared to participants in the control group.

H2a: Participants in the treatment group will report being
more worried about their smartphones’ security and privacy
than participants in the control group.

H2b: Participants in the treatment group will report higher
level of concerns about their smartphone being used by others
than participants in the control group.

H3a: Participants in the treatment group will have higher
perceived severity ratings than participants in the control
group.

H3b: Participants in the treatment group will have higher
risk awareness ratings than participants in the control group.

H4: Participants in the treatment group will report lower
perceived response cost than participants in the control group.

H5: Participants in the treatment group will have higher
ratings for the response efficacy of using a secure screen lock
method than those in the control group.

H6: Participants who watched the video (i.e., treatment
group) will be more likely to enable a secure screen lock
method compared to those in the control group.

3.1 Design of the Video
To test the aforementioned hypotheses, we designed a video
explaining the risks of not using a secure screen lock. We
chose to use video as the mode of communication for con-
veying fear appeal because it has been shown to be effective
in utilizing both visual and auditory information process-
ing channels [52, 17, 40, 31, 46], leading to higher user en-
gagement. In addition, video has been reported to be more
effective than text in risk communication [26, 14].

The content of the video was developed based on smart-
phone security advice from multiple non-profit web sites
such as National Cyber Security Alliance (NCSA) [5, 6], ED-
UCAUSE [2], consumer reports [1] and mobile security com-
panies’ blog posts [7, 4]. Over multiple iterations, two re-
searchers narrowed down the risks applicable to most smart-
phone users (e.g., loss/theft, exposure of sensitive/personal
data). The video first explains the possible negative conse-
quences of using a smartphone without a screen lock, and
then shows how to set one up on an Android smartphone.
Figure 1 shows a frame from the video used in the study.
We used screencasts of an Android phone screen to demon-
strate some of the possible risks in order to make the video
more realistic. Also, as research has identified that align-
ing security threats with similar risks in the physical world
may lead to better understanding by users [25, 10], we used
pictures of tools such as locks and shields throughout the
video. For self-efficacy, the video demonstrates step-by-step
instructions on how to enable a secure lock screen on An-
droid phones1. The video transcript was narrated by a
native English speaker. No other sound was included in
the video. The full video transcript can be found in the
Appendix. The full video can be watched on YouTube at
https://youtu.be/J_u6a4ImklM.

1The video presented several available Android screen lock
methods so that participants were not manipulated to select
a particular one.
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Figure 1: A sample frame from the video is shown.
The full video can be watched on YouTube at
https://youtu.be/J_u6a4ImklM.

3.2 Study Design
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and the follow-up survey. The flow of the study is shown in
Figure 2.
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Figure 2: Survey Flow.

The main survey contained three sections. The first sec-
tion consisted of questions about demographic information,
computer and online security behaviors, level of computer
proficiency, smartphone usage behavior, and reasons for not
using a secure screen lock. Next, participants were assigned
to a group. Those assigned to the treatment group were

shown the video. We used Qualtrics’ timer feature to ensure
that participants waited at least the duration of the video
(200 seconds) before advancing to the next part of the sur-
vey. On average, participants took 201.43 seconds to watch
the video (median = 224.3 and SD = 118). After watching
the video, participants in the treatment group were asked 6
video-related questions. Four questions asked participants’
opinions about the persuasiveness of the video (i.e., its ef-
fectiveness in changing behavior and believability). These
questions were adopted from prior work by Kazjer et al. [37]
and modified accordingly. The fifth and sixth questions were
open-ended and asked participants to share what aspects of
the video they liked and disliked respectively. The third sec-
tion consisted of questions about perceived data value, risk
perceptions, perceived response cost, and response efficacy.
Note that participants in the control group were not asked
the video-related questions. Other than these, participants
in both groups answered the same set of questions in the
same order.

Participants who completed the main survey were then in-
vited to participate in a follow-up survey approximately one
week later. The aim of the follow-up study was to mea-
sure whether or not participants had enabled a secure screen
lock method since the first survey. Participants were sent an
email via Mechanical Turk’s messaging system that directed
them to a new HIT on Mturk and informed them that par-
ticipation in the follow-up survey was voluntary. If they
decided to participate, they were paid $1 regardless of their
behavioral outcome. Furthermore, to avoid biasing partic-
ipants’ actions, participants were not informed about the
possible follow-up survey during the main survey, eliminat-
ing any incentive for lying.

In the follow-up survey, participants were first asked whether
or not they enabled a secure screen lock after participating in
the main survey. This question served as a branching ques-
tion. Participants who answered “Yes” were asked “What
motivated you to enable the secure screen lock method on
your smartphone?” Participants who answered “No” were
asked “Why did you choose not to enable a secure screen
lock method on your smartphone?”

3.2.1 Recruitment
We recruited participants from Amazon’s Mechanical Turk
(MTurk) platform. We restricted MTurk workers to those 18
years of age or older, currently living in the United States,
having completed at least 1000 HITs and having a 95%
or higher approval rating, which is recommended in prior
work [45].

We screened potential participants based on the following
two criteria.

1. Have a smartphone that runs on Android.

2. Did not use any secure screen locking method (e.g.,
PIN, Pattern, Password) in the past, and currently do
not use one.

As secure screen locking methods may vary depending on
mobile operating system, we used the first criterion to choose
participants whose smartphones run on Android, making the
study tractable. The second criterion allowed us to recruit
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participants who did not have prior experience with secure
screen locking methods. As these individuals are likely to
have different mental models compared to those who used a
screen lock before, we decided to focus on one group of users
rather than mixing them up. To avoid biasing responses to
these questions, we did not disclose the eligibility criteria to
participants during the prescreening process. Additionally,
we asked participants 4 prescreening questions instead of the
relevant 2 only, to prevent them from guessing the eligibility
criteria. Respondents who did not meet the above criteria
were informed that they were not eligible to participate in
the study and did not receive any compensation.

In addition to the prescreening questions, we also asked
participants whether they use some form of authentication
(PIN, Pattern, Password, Biometric (e.g., Fingerprint)) when
unlocking the screen on their smartphones, and if they do,
which method they use. A total of 3256 respondents com-
pleted the prescreening survey and 228 participants were
found to be eligible to participate based on our two criteria.
Out of 3231 respondents who had a smartphone, a majority
of them were Android users (1733, 53%), followed by IOS
users (1341, 41%). There were 341 (∼20%) Android users
and 168 (∼13%) IOS users who reported not using a secure
screen lock on their smartphones. Among the Android users
who reported using a secure screen lock, PIN was the most
preferred method (∼40%; 550), followed by Pattern (∼33%;
447) and Fingerprint (∼18%; 242). Among the IOS users
who reported using a secure screen lock, Fingerprint was
the most preferred method (∼44%; 502), followed by PIN
(∼39%; 450) and Password (∼11%; 124).

Participants took 15.1 minutes on average (median=12.5
minutes, SD=10.6 minutes) to complete the main survey
and 3.6 minutes on average (median=2.7 minutes, SD=4.2
minutes) to complete the follow-up survey. They received
$2.5 and $1 respectively for their efforts.

The study was approved by the university IRB board.

3.3 Survey Data Analysis

3.3.1 Statistical Analysis
As our data is ordinal and many of the distributions in
our data set are skewed, we use the non-parametric Mann-
Whitney test. In the case of comparison tests, we report
the effect sizes of significant tests using the r = Z/

√
N met-

ric [23]. For analyzing the association between two categor-
ical variables, we use Pearson’s chi-square test2 and report
φ for the effect size [23].

3.3.2 Coding Methodology for Qualitative Data
We coded responses to the open-ended questions using a
bottom-up inductive coding approach [41]. Initially, two
researchers worked independently and read through all the
comments, developing a set of codes for each question. Then,
the coders met twice (once for the main survey and once
for the follow-up survey) to create the final codebook for
each question. A third researcher, who was not involved in
the initial coding process, moderated the meetings to help
reach agreement on the codebooks. Once the codebooks
were finalized, the two coders updated their codebook in-

2Fisher’s Exact test was used when the observed values are
less than 5 in the contingency table [23].

dependently. Inter-rater reliability was calculated for each
question using Cohen’s Kappa which ranged from 0.78 to
0.92, indicating “substantial” or “excellent” agreement be-
tween the coders [39]. The details are presented below.

4. EVALUATION
4.1 Sample Statistics
We found no significant difference between the control and
treatment groups in terms of gender (χ2(2) = 1.01, p= .603),
age (U = 6088, p = .410), level of education (U = 6144, p
= .456), level of knowledge about computers in general (U
= 6201, p = .520), and level of knowledge about computer
security in general (U = 6080, p = .362).

Next, we compared the two groups in terms of their smart-
phone usage behavior. We found no significant differences
regarding the amount of time per day participants spend on
their smartphones (U = 6059, p = .370), number of applica-
tions they have installed on their smartphones (U = 6301,
p = .692), and number of applications used on average per
day (U = 6411, p = .860).

We further compared the participants in terms of their se-
curity behavior and attitudes. There were no significant
differences in participants’ concerns about their online ac-
counts being compromised or hacked (U = 6231, p = .568),
whether they worry about their online security (χ2(1) =
2.55, p = .146) and whether they use antivirus software on
their smartphones (χ2(2) = 3.44, p = .178).

Based on our analysis, we concluded that the two groups are
similar in terms of their demographics, smartphone usage
behaviors, security behavior, and attitudes.

4.2 Reasons for Not Using Lock Screen
Participants in both groups were asked why they choose not
to use a secure screen locking method. The treatment group
answered this question before watching the video, which al-
lowed us to compare the initial reasoning of the two groups.
In response to this question, we received a total of 322 com-
ments and organized the comments into 11 codes.

We used the coded responses to this question to identify
whether the two groups differ in terms of their reasons for
not locking. Performing a chi-square test for each reason
(i.e., code), we found no significant differences in terms of
reasons for not locking between the control and treatment
groups.

Comments in the top four codes mentioned the following:
annoyance (e.g., inconvenient, time-consuming) (115 com-
ments; 56 control group, 59 video group), low perceived
threat (e.g., my phone is always with me, it is unnecessary)
(93 comments; 51 control group, 42 video group), nothing to
hide (e.g. no sensitive data on my phone) (45 comments; 24
control group, 21 video group), and setup inconvenience (20
comments; 11 control group, 9 video group). These codes
accounted for 84.78% of all the comments. The full coding
can be found in Table 6 in the Appendix.

Comments such as “I have never used it. When I think about
it I think about how annoying it is to put in a password in
other places like my computer at work and I don’t want to
deal with that. It takes away from the joy of using my phone.
(Video)” and “It’s a pain in the neck to have to unlock it ev-
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ery time I want to use the phone - very inconvenient (Con-
trol)”highlight the response cost many participants associate
with using a secure screen lock.

Other comments such as “I always keep my phone in my
pocket or next to me, so there is no chance of me losing
my phone or that someone can steal the phone from me.
(Control)” and “I never leave my cell phone unattended. No
one will ever snoop around on my phone because it’s always
on me except at night when it’s charging by my bed. (Video)”
reflect low perceived risk.

Furthermore, comments such as, “I’m not hiding anything
that I don’t want people to see. Nothing to hide, no reason
to lock the phone (Control)” and “I don’t feel that I need to
use one. I don’t have any things on my phone that need to
be super secure.(Control)” reflect low perceived data value,
which can also affect perceived severity of being compro-
mised.

Lastly, comments such as “Just never went to the trouble of
figuring it out and implementing it.(Video)”reflect the initial
inconvenience of setting up a screen lock that prevents some
participants from implementing one.

Our findings are in line with prior work reporting “incon-
venience” (e.g., annoying to use) as the chief reason for not
using any screen lock method [21, 29, 28].

4.3 Effect of Fear Appeal on Perceived Data
Value
We hypothesize that participants in the treatment group will
have higher perceived data value ratings compared to partic-
ipants in the control group. (H1)

To test this hypothesis, participants in both groups were
asked whether they think the data stored on their smart-
phones is valuable enough to protect, and how much privacy
sensitive data they think their smartphones store.

In the treatment group, 77.2% of the participants responded
“Yes” when asked ”Do you think that the data stored on
your smartphone is valuable enough to protect?”, whereas
34.2% responded “Yes” in the control group. Performing a
Chi-square test, we found that participants who watched
the fear appeal video perceived their smartphone data to
be significantly more valuable and worth protecting com-
pared to participants in the control group (χ2(2) = 42.82, p
<.001, φ = 0.43). In addition, participants in the treatment
group reported having significantly more privacy sensitive
data than those in the control group (U = 5100, p =.002, r =
.20). Specifically, 49.1% of the participants in the treatment
group and 28.1% of the participants in the control group
rated either “a moderate amount” or “a great deal” of pri-
vacy sensitive information when asked “How much privacy
sensitive information do you think your smartphone stores?”
on a scale ranging from (1) none at all to (4) a great deal of
privacy sensitive information.

This increased awareness was also reflected in participants’
comments such as “...since I watched the video it made me
think about security for my phone.” and “It [Video] pointed
out security issues that I was not aware of, such as accessing
my email to get bank information and resetting passwords.”

These findings support our hypothesis (H1) and underscore

the effectiveness of fear appeal in raising data value aware-
ness.

4.4 Effect of Fear Appeal on Security and Pri-
vacy Concerns
We hypothesize that participants in the treatment group will
report being more worried about their smartphones’ security
and privacy than participants in the control group (H2a) and
participants in the treatment group will report higher level of
concerns about their smartphone being used by others than
participants in the control group. (H2b)

To test these hypotheses, participants were asked to rate
how much they worry about their smartphones’ security and
privacy and how concerned they are about their smartphone
being used by others.

We found that participants in the treatment group reported
being significantly more worried about their smartphones’
security (U = 4413, p <.001, r = .291) and privacy (U =
4361, p <.001, r = .298) compared to participants in the
control group. They were also more concerned about their
smartphone being used by others (U = 3308.5, p <.001, r
= .442). Summaries of responses can be seen in Table 1.

These findings support our hypotheses (H2a and H2b) and
confirm that participants in the treatment group felt more
susceptible to threats (perceived vulnerability), which made
them worried about their smartphones’ security and privacy.

4.5 Effect of Fear Appeal on Perceived Sever-
ity and Risk Awareness
Perceived severity refers to how serious an individual deems
a threat and its consequences [48]. If an event is not ap-
praised as likely to occur, or if the negative consequences of
an event are considered insignificant, then it is unlikely to
cause any change in behavioral intentions or actual behav-
ior [48]. Hence, it is important for an intervention message
to increase the rating of perceived risk and severity in or-
der to trigger a change in behavior [48]. As such, we hy-
pothesize that participants in the treatment group will have
higher perceived severity ratings than participants in the con-
trol group. (H3a) and participants in the treatment group
will have higher risk awareness ratings than participants in
the control group. (H3b).

To test these hypotheses, we asked participants to rate the
three statements listed in Table 2. Performing a Mann-
Whitney U test, we found that participants who watched
the video assessed the seriousness of the loss of data on their
smartphone as more disruptive (Mean = 5.21, median = 5)
compared to the participants in the control group (Mean =
6.22, median = 7) (U = 5047, p =.003, r = .194) (see Ta-
ble 2). Moreover, in the control group, 66% indicated being
more upset about losing the phone itself and 33% indicated
being more upset losing the data on the phone, whereas
the treatment group had respective percentages of 51% and
47%, with the difference being significant (χ2(2) = 42.82, p
<.001, φ = 0.43).

Finally, performing a Mann-Whitney U test, we found that
participants who watched the video perceived their smart-
phones as significantly more susceptible to being lost (U
= 5186, p =.005, r = .187) and unauthorized access (U =
4126.5, p <.001, r = .332) than control participants (see Ta-
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Control
Avg (Med)

Treatment
Avg (Med)

Significance Test

How much do you worry about your smartphone’s security? 1.94 (2) 2.52 (2) U = 4413, p <.001, r = .291
How much do you worry about your smartphone’s privacy? 2.04 (2) 2.66 (3) U = 4361, p <.001, r = .298
How concerned are you about your smartphone being used by others? 1.7 (1.5) 2.64 (3) U = 3308.5, p <.001, r = .442

Table 1: Rating summaries for security and privacy concerns for each group are shown along with U-Tests
comparing responses for each statement between the control and treatment groups. Participants answered
the first question on a scale ranging from Not at all worried (1) to Extremely worried (5), and the second
and third questions on a scale ranging from (1) Not at all concerned to (5) Extremely concerned.

ble 2 for the summaries for ratings). Hence, our hypotheses
H3a and H3b were supported.

These changes in perceptions were further reflected in com-
ments from participants in the treatment group as follows.

“I liked that the threats to my information and identity were
enumerated including some I had never considered before,
like how my contacts could be harmed.”

“The way it [Video] highlighted potential harm that could be
done by someone using my phone was both frightening and
convincing. I never thought about a lot of those things”.

These results show the effectiveness of the video in commu-
nicating risks to users and changing perceptions critical to
behavior change.

4.6 Effect of Fear Appeal on Response Cost
Citing “inconvenience” as the top reason for not using any
secure lock screen method suggests that the perceived cost
associated with using a screen lock plays a crucial role in
users’ decisions (see [21, 29, 28] and section 4.2). We ar-
gue that perceived inconvenience is relative to perceived risk
and severity, and thus can be influenced by effective risk
communication. Hence, we hypothesize that participants in
the treatment group will report lower perceived response cost
than participants in the control group. (H4).

To test this hypothesis, we asked participants to rate the
three statements listed in Table 3 on a 5 point-likert scale
ranging from 1 =“Strongly disagree”to 5 =“Strongly agree”.

We found that participants in the treatment group rated the
statement “If I use a secure screen lock on my smartphone,
It will be too much of a hassle for me” significantly lower
than the control group (U = 3980.5, p <.001, r = .349)
(mean = 3.8 vs. 2.95 and median = 4 vs. 3 for the control
and video group respectively). While treatment participants
rated the statement “I feel using a secure screen lock on my
smartphone is too inconvenient due to entering an unlock
code every time I use the phone” significantly lower than
the control group (U = 3625, p <.001, r = .396), there was
no significant difference in ratings for the statement “I feel
using a secure screen lock on my smartphone is too incon-
venient because it is hard to remember” (U = 5555.5, p =
.052, r = .128). Interestingly, participants did not differ sig-
nificantly in terms of memorability rating, yet they differed
significantly in terms of inconvenience rating.

Participants were then asked to explain the reasons behind
their ratings for the statement “I feel using a secure screen
lock on my smartphone is too inconvenient due to entering
an unlock code every time I use the phone”. Participants
who rated screen locks as inconvenient gave similar reasons

to those previously found. Once again, “annoying to use”
was the top code. Of 278 comments that were coded, 112
mentioned this. Notably, 74 comments were from the control
group participants (51% of total control group comments)
and 38 were from the treatment group (27% of total treat-
ment group comments). There were 72 comments (26% of
all the comments) indicating willingness to set up a screen
lock. As a testament to the gained risk awareness offered by
the video, 57 of these were from the treatment group (41%
of the total treatment group comments), while 15 were from
the control group participants (10% of total control group
comments). The full coding can be found in Table 9 in the
Appendix.

The increase in risk awareness in the treatment group was
also reflected in the following comments.

“Before taking this survey I would agree with all of those
statements. Now that I carefully consider all of the risks and
consequences associated with someone gaining access to my
phone I’m realizing that it’s much better to use a lock screen
than to worry about saving a few seconds of time by not
locking my phone. I am aware of the bad things that could
happen if my phone got lost or got into the wrong hands.”

“Before your survey I thought it was too much of a hassle
but now I think it’s worth it! I really didn’t think it through
or have enough facts to realize just how much info is stored
on my phone or is capable of being easily accessed. It won’t
take long to set up a secure screen lock AND to use it!”

“I felt that way until I saw the video of potential dangers
from not having a secure screen lock. Now I don’t think it’s
inconvenient at all.”

“I did think it was too much of a hassle, but after seeing the
video I changed my mind. It would be more of a hassle to
deal with the consequences of theft of the information.”

These comments highlight that the video helped these users
to realize the risks and consequences associated with unau-
thorized access to their smartphones, making them see that
the benefits of using a secure screen lock outweigh the cost.
This supports our argument that perceived inconvenience
can be affected indirectly by raising risk awareness and, thus,
H4 is supported.

4.7 Effect of Fear Appeal on Response Effi-
cacy
Response efficacy refers to an individual’s belief in the ben-
efits of the recommended behavior [48]. Protection motiva-
tion theory (PMT) postulates that response efficacy is an
important determinant of attitude change [48, 50]. We hy-
pothesize that participants in the treatment group will have
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Control
Avg (Med)

Treatment
Avg (Med)

Significance Test

If your smartphone is lost or stolen, how disruptive
the loss of your data on your smartphone will be to your daily life?

5.21 (5) 6.22 (7) U = 5047, p =.003, r = .194

How likely is it for you to lose your smartphone? 1.69 (2) 2.03 (2) U = 5186, p =.005, r = .187
How likely is it for someone to attempt to access your smartphone? 1.71 (1) 2.34 (2) U = 4126.5, p <.001, r = .332

Table 2: Rating summaries for perceived severity and risk awareness for each group are shown along with
U-Tests comparing responses for each statement between the control and treatment groups. Participants
answered the first question on a scale ranging from little disruption (1) to high disruption (10), and the
second and third questions on a scale ranging from (1) Extremely unlikely to (5) Extremely likely.

Control
Avg (Med)

Treatment
Avg (Med)

Significance Test

If I use a secure screen lock on my smartphone,
It will be too much of a hassle for me

3.8 (4) 2.95 (3) U = 3980.5, p <.001, r = 0.34

I feel using a secure screen lock on my smartphone is too inconvenient
due to entering an unlock code every time I use the phone

4.1 (4) 3.1 (3) U = 3625, p <.001, r = 0.39

I feel using a secure screen lock on my smartphone is too inconvenient
because it is hard to remember

2.8 (3) 2.5 (2) U = 5555.5, p = .052, r = 0.12

Table 3: Rating summaries for response cost for each group are shown along with U-Tests comparing responses
for each statement between the control and treatment groups.

higher ratings for the response efficacy of using a secure
screen lock method than those in the control group. (H5).

To test this hypothesis, we asked participants to rate the
set of statements listed in Table 4 on a 5 point Likert scale
ranging from 1 =“Strongly disagree”to 5 =“Strongly agree”.
As we intended to evaluate actual behavior change in the
follow-up study, we decided not to ask about willingness to
enable a secure screen lock in the main study, which might
nudge participants towards enabling it.

As shown in Table 4, participants in the treatment group
agreed significantly more with the statements about the ben-
efits of using a secure screen lock and its efficacy in securing
smartphone data. Moreover, they agreed significantly more
with the statements about secure screen lock being easy to
use (i.e., self-efficacy) and being a good idea. These results
suggest that fear appeal positively influenced users’ opin-
ions about the effectiveness of secure screen locks. Hence,
our hypothesis H5 was supported.

These changes in perceptions were also reflected in treat-
ment group comments as follows.

“I liked how the video showed what could happen if someone
did take your phone. But then how easy it would be to pre-
vent it if you have a password or other method to keep your
information secure.”

“I liked the video. It presented valid reasons to lock my
smartphone. It’s about protecting myself but also my loved
ones.”

4.8 Effect of Fear Appeal on Behavior Change
(Follow-up)
We hypothesize that participants who watched the video (i.e.,
treatment group) will be more likely to enable a secure screen
lock method compared to those in the control group. (H6).

To test whether the video was effective in changing partici-
pants’ behavior (i.e., enabling a secure lock screen), we sent
an email invitation to participants for a follow-up survey

approximately one week after the main study.

Out of 228 participants who participated in the first phase
of the study, 194 participants (∼85%) responded to our in-
vitation email and completed the follow-up survey (98 from
the control group and 96 from the treatment group). In this
survey, we asked participants whether they actually enabled
a secure screen lock or not. Participants who reported en-
abling a secure screen lock method were asked which method
they enabled and what their motivations were. Participants
who reported not enabling any secure screen lock method
were asked why they chose not to enable it.

In the follow-up study, 48 participants from the treatment
group (50% of those who completed the follow-up survey)
reported that they enabled a secure screen lock method on
their smartphones, whereas 21 participants from the control
group (∼21% of those who completed the follow-up survey)
reported enabling it. Table 5 shows the percentage of par-
ticipants who reported enabling a lock screen with respect
to their assigned group. We found that there was a signifi-
cant difference in terms of enabling rate between the control
group and the treatment group (50% vs. 21%, χ2(1) = 17.27,
p <.001, φ = 0.298). This result supports hypothesis H6.

Control (n = 98) Treatment (n = 96)
Enabled 21 48
Not Enabled 77 48

Table 5: The percentage of participants who re-
ported enabling a lock screen with respect to their
assigned group.

Among the participants who enabled a secure screen lock
(69/194), PIN was the most preferred method (55%; 38),
followed by Fingerprint (16%; 11), Pattern (14%; 10), Pass-
word (55%; 9), and other (1%; 1). Also, 54% reported en-
abling it on the same day, 17% within 1 day, 12% within 2
days, and 7% within 3 days after watching the video.
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Control
Avg (Med)

Treatment
Avg (Med)

Significance Test

Using a secure screen lock will be a good idea 3.61 (4) 4.18 (4) U = 4130, p <.001, r = 0.33
I think a secure screen lock will be easy to use 2.86 (3) 3.55 (4) U = 4266, p <.001, r = 0.30
I think enabling a secure screen lock will help
make my smartphone more secure

3.93 (4) 4.23 (4) U = 5235, p = .006, r = 0.18

I understand the benefits of using a secure screen lock 4.1 (4) 4.41 (4) U = 4834.5, p <.001, r = 0.24
I think enabling a secure screen lock will protect
my data on my smartphone

3.80 (4) 4.13 (4) U = 5084, p = .002, r = 0.20

Table 4: Rating summaries for response efficacy for each group along with U-Tests comparing responses for
each statement between the control and treatment groups.

All but one participant who enabled a secure screen lock
responded “Yes” when asked “Are you still using the secure
screen lock method?” in the follow-up survey. This partici-
pant (from the treatment group) enabled PIN on the same
day he or she watched the video but disabled it after one
day. The participant stated the following comment as a rea-
son for disabling: “It was inconvenient although I’m thinking
of putting it back on for safety once again.” All but one par-
ticipant who enabled a secure screen lock responded “Yes”
when asked “Do you plan to continue using the secure screen
lock method on your smartphone?”.

Participants were also asked to rate the convenience of the
screen lock method they enabled on their smartphones. 53%
of the participants (37/69) found the screen lock method as
either “very convenient” or “convenient”, 19% of the partic-
ipants (13/69) as “neither inconvenient nor convenient” and
27% of the participants (19/69) as either“very inconvenient”
or“inconvenient”. A majority (13/19) of those who indicated
the method as inconvenient had enabled PIN, whereas none
of the participants found the Fingerprint method as incon-
venient to use.

4.8.1 Reasons for Changing Locking Behavior
In response to the question “What motivated you to enable
the secure screen lock method on your smartphone?”, we
received a total of 78 comments. The top 3 codes mentioned
the following: security or privacy concerns (50 comments; 32
video group, 18 control group), the survey (17 comments; 15
video group, 2 control group), and the video (5 comments;
5 video group, 0 control group). These codes accounted for
92% of all the comments. The full list of codes can be found
in Table 10 in the Appendix.

Comments such as “I don’t want my personal information
be seen by others (Video)” and “After doing the last study, I
understood the importance of locking my phone to keep my
private information safe (Video)” demonstrate the increase
in perceived data value and general risk awareness that can
trigger behavior change.

Some participants in the video group specifically mentioned
the video as a motivating factor. For example, one par-
ticipant wrote the following: “The video in the first survey
showed the process of someone stealing the phone, then us-
ing the “forgot password” method on a website to have a new
password sent directly to the phone. I realized that could
easily happen, and it made me concerned enough that I en-
abled the PIN Protect. (Video)”. Another participant in-
dicated that “After watching the video in the survey and

learning more about the risks to my security, I changed my
initial opinion that it was not really needed or that the risks
were not really much of a threat to me. Even though I don’t
let people use my phone or conduct things like purchases or
banking on my phone, I hadn’t really thought about using so-
cial media and how that can be compromised if someone were
to directly steal my phone or if I were to leave it somewhere
where it could then be taken. (Video)”

Comments such as “the survey motivated me to put a fin-
gerprint lock on my screen and not to be lazy about it (Con-
trol)” and “I wanted my phone to be less accessible to every-
one. (Control)” show that even answering survey questions
might be enough for some participants to consider enabling
a screen lock.

4.8.2 Reasons for Not Changing Locking Behavior
In response to the question “Why did you choose not to en-
able a secure screen lock method on your smartphone?”, we
received 157 total comments. The top 5 codes mentioned
the following: low perceived threat (46 comments; 15 video
group, 31 control group), annoying to use (45 comments; 17
video group, 28 control group), lack of motivation (23 com-
ments; 11 video group, 12 control group), nothing to hide
(15 comments; 5 video group, 10 control group), and forgot
to enable (11 comments; 7 video group, 4 control group).
Note the smaller number of comments from the treatment
group, possibly indicating the effect of video’s risk commu-
nication. The full list of codes can be found in Table 11 in
the Appendix.

Apart from the reasons found in the main survey, some par-
ticipants simply forgot to enable secure screen locks. For
example, “Honestly, I completely forgot about it after tak-
ing the survey. (Video)” and “I just haven’t thought about
putting a code because it tends to slip my mind. (Control)”.
Some comments (which fell into the “lack of motivation”
code) indicated that the participants have not had time to
enable a secure screen lock but they intend to enable it (e.g.,
“I haven’t had time to think about it, but I do intend to do
it. (Control)” and “I haven’t had the time to do it, but I am
still planning on setting it up sometime. (Video)”).

Interestingly, four participants in the control group but none
in the video group specifically mentioned lack of knowledge
to set it up: “I still haven’t figured out how to do it (Con-
trol).” and“I have not gotten around to looking into how yet.
(Control)”. This underscores the importance of developing
self-efficacy in changing behavior.

USENIX Association Thirteenth Symposium on Usable Privacy and Security    57



4.9 Ratings of the Video
Participants in the treatment group were asked to rate var-
ious aspects of the video immediately after watching it.

The results show that participants generally found the video
to be believable, persuasive, and effective in changing their
opinions about smartphone locking. Specifically, 92% of the
participants rated the video as either “very believable” or
“somewhat believable”, and none of them gave ratings lower
than neutral (Mean = 4.62, Median = 5, SD = 0.63, scale
ranging from not at all believable (1) to very believable (5)).

In terms of persuasiveness of the video, 89% of the par-
ticipants found the video to be either “very persuasive” or
“somewhat persuasive” (Mean = 4.31, Median = 4, SD =
0.87, scale ranging from not at all persuasive (1) to very
persuasive (5)).

Regarding effectiveness of the video in changing participants’
opinion about smartphone locking, 73% of the participants
indicated that the video was either “very effective” or “some-
what effective” (Mean = 3.87, Median = 4, SD = 1.13, scale
ranging from not all effective (1) to very effective (5)).

Finally, 82% of the participants (93) responded “Yes” when
asked “Did the video make you more worried about your
smartphone’s security and privacy?” and 89% (101) re-
sponded “Yes” when asked “Did the video make you aware
of the sensitive data you store on your smartphone?”.

4.9.1 Correlation Between Video Ratings and Actual
Behavior Change
To examine whether users’ behavior decisions were related
to video ratings and attitudes towards using screen lock,
we used Spearman’s coefficients to analyze the correlations
between different aspects of the video and participants’ re-
sulting behavior.

We found that participants’ ratings about “Using a secure
screen lock will be a good idea” and whether they actually
enabled a secure screen lock or not was significantly corre-
lated (ρ = 0.305, p <0.001). Moreover, decisions to enable a
secure screen lock were found to be significantly correlated
with how persuasive (ρ = 0.330, p <0.001) and effective (ρ
= 0.345, p <0.001) the videos were. The decision to enable
was also significantly correlated to ratings for the question
“How likely is it that you will experience a situation like the
ones presented in the video?” (ρ = 0.334, p <0.001).

4.9.2 Likes and Dislikes
In response to the question “What aspects of the video did
you like?”, we received a total of 137 comments. The com-
ments were organized into 7 codes: explanation of risk (60
comments), information or content (20 comments), simplic-
ity and quality of presentation (17 comments), animation
and graphics (16 comments), the demonstration of setting
up a screen lock (12 comments), and narration (6 com-
ments). The last code “None” captured 6 comments that
were either empty or from a user who did not like any as-
pect of the video.

Comments such as, “I liked how it [Video] went over how
easily it is for people to manipulate your phone and infor-
mation”, “I didn’t like any aspects. It was terrifying to see
that this could actually occur starting with your phone being
taken and compromised.”, and “It [Video] showed me how

vulnerable I have been by not using a security code.” reflect
the effect of the fear appeal included in the video.

We received a total of 117 comments in response to the ques-
tion “What aspect of the video did you not like?”. Out of 117
comments, 75 comments (64%) did not mention any dislikes.
The remaining codes included narration (e.g., “The narra-
tor’s unenthusiastic voiceover.”) (12 comments), upsetting
content (e.g., “It made me think of all the bad things that
can happen to me if someone gained access to my phone.”)
(7 comments), irrelevance to the user (e.g. “most of the sit-
uations definitely did not apply to me.”) (6 comments), and
not enough information (5 comments). The full list of codes
can be found in Table 7 and Table 8 in the Appendix.

5. DISCUSSION
There are many possible explanations for users’ reluctance
to use a secure screen lock. Herley [30] suggests that users
apply a cost-benefit analysis in security-related decisions and
that rejection of advice, even that of security experts, occurs
when users see the costs of a suggested behavior as too high
relative to the benefit. We see this cost-benefit analysis at
play when many of our participants associated inconvenience
with using secure screen lock methods (e.g., setting it up,
unlocking every time to use the phone, the mental burden
of remembering the code). In other words, for many, the
perceived response cost of enabling a screen lock outweighs
its perceived benefit. This may be because many users see
the risks and potential consequences of not using a screen
lock as insignificant. Our findings are also in line with prior
work that found “inconvenience” (e.g., annoying to use) as
the top reason for not using a screen lock [21, 29, 28].

Towards addressing this issue, we found that our fear ap-
peal video was persuasive and effective in changing users’
opinions about smartphone locking. A large majority of
treatment group participants reported that the video made
them more worried about the security and privacy of their
smartphone and its data. This was further reflected in their
comments reporting the explanation of risks as the most
liked aspect of the video. Those who watched the video also
reported higher ratings for response efficacy. Moreover, we
found that the ratings from the treatment group participants
about being worried regarding their smartphones’ security
(ρ = 0.296, p = 0.003) and privacy (ρ = 0.269, p = 0.008)
were significantly correlated with enabling a secure screen
lock. This is in line with Protection Motivation Theory,
which suggests that threat appraisal resulting in fear elicits
protection motivation behaviors [48]. In support of this, the
follow-up study revealed that 50% of the participants in the
treatment group enabled a secure lock screen on their smart-
phones while only 21% of the control participants enabled.
Those who enabled mentioned security and privacy concerns
as the major reasons for their adoption decisions. On the
other hand, those who did not enable mentioned low per-
ceived threat, inconvenience, and low perceived data value
as their primary reasons.

These findings provide evidence that lack of risk awareness
plays an important role in users’ insecure behavior. As such,
risk communication using fear appeals can be an effective
way to change users’ risk awareness, leading users to behave
more securely. The video motivated several users, who ini-
tially justified their insecure behavior, to reconsider the risks
and potential consequences of not protecting their smart-
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phones. As a result, the perceived security benefits of using
a screen lock likely grew to outweigh the costs. Most no-
tably, participants who viewed the video were more likely to
enable a secure screen lock method, indicating that commu-
nication of risks through fear appeal led to actual behavior
change in our case.

These results have a wide variety of applications in the realm
of information security. For example, as more organizations
employ BYOD (Bring Your Own Device) policies, employees
will increasingly use their own devices to store sensitive in-
formation. Though organizations may utilize Mobile Device
Management (MDM) software solutions that require phone
locking, small companies or those with a conservative IT
budget may choose not to employ such software solutions in
order to reduce costs. In the absence of such MDM solutions,
devices with no screen lock or passcode pose significant risks
to organizations if they are lost or stolen. Thus, when or-
ganizations attempt to promote secure behavior among em-
ployees, they can effectively communicate possible risks and
consequences of non-adoption of security measures through
less costly educational approaches. In general, with increas-
ing use of smartphones worldwide, it is essential that users
understand the need for the different security tools available
to them. Fear appeals can be an effective way to commu-
nicate risks to this growing pool of users and improve their
understanding of the privacy and security related implica-
tions of their actions.

6. LIMITATIONS AND FUTURE WORK
While this study provides insights regarding the influence
of effective risk communication on user behavior and risk
perceptions, our work has several limitations as follows.

First, as we compare the video and the lack thereof, the
effect observed in our study is a result of all the themes in-
cluded in the video. Further controlled studies are needed
to confirm the effect of different video themes and their in-
teraction (e.g., including and excluding fear appeals and/or
self-efficacy).

Second, while we chose to use a video for risk communica-
tion and to demonstrate several attack scenarios, some of
which are harder to simulate (e.g., lost phone), it cannot
be easily personalized targeting individual users. As users
often vary widely in their level of motivation, perceptions
of threat severity, and self-efficacy [47, 58], the use of this
“one-size fits all”approach may limit the effectiveness of per-
suasive interventions [11, 12, 38]. We strongly believe that
the effectiveness of security interventions can be improved by
tailoring messages for specific individuals. One possibility is
to ask participants to search through their emails looking for
sensitive information (as in Egelman’s work [21]) that can
raise risk awareness and lead to behavior change. As such,
future studies should identify characteristics of users that in-
fluence the effectiveness of intervention messages promoting
the adoption of security tools, and investigate combinations
of different approaches for raising risk awareness.

Third, because our study was survey-based, it was not possi-
ble to monitor whether or not a participant was actively pay-
ing attention to the video. While we required participants
to wait at least the duration of the video before advancing in
the survey, it is possible that some were multitasking while
the video was playing. Thus, we encourage controlled in-lab

studies where a participant’s engagement could be measured
more directly.

Fourth, as users who previously used secure screen locks but
stopped using it may have a bias due to negative past expe-
rience, we decided to exclude such participants in our study.
However, we acknowledge that it is possible that a small
number of participants avoided detection in the prescreening
phase. As we asked multiple prescreening questions and did
not reveal the qualifying criteria, such cases are expected
to be rare and are likely to have a minimal effect on our
analysis (note that only about 13% of the 1733 Android
users screened were found to be eligible to participate in the
study).

Fifth, because our study was conducted online, all behav-
ioral change data was self-reported and, thus, unconfirmed.
While we tried to eliminate any incentive for lying by pro-
viding the same incentive regardless of behavioral outcome
and avoid informing participants about the possible follow-
up survey, it is possible that some participants misreported
their behavior (although we found no such evidence based
on participants’ responses to the open-ended questions). To
address potential bias caused by self-reporting, we encour-
age field studies where true behavioral changes are measured
in situ.

Sixth, while Mechanical Turk users are often more diverse in
terms of age, income, and education level, the MTurk pop-
ulation is known to be younger and more tech-savvy than
the general population [16]. Furthermore, some participants
might be unemployed and prefer to stay at home most of
the time. As such, these users may perceive the risk of not
having a screen lock as low, as they are likely to feel less vul-
nerable to unauthorized access and losing their phones. This
can limit the generalizability of our results. A larger sample
size along with more diverse samples can obtain larger effect
sizes, which were “medium” [23] in most of the comparisons
in this study.

Finally, this study investigated the effectiveness of a video
in communicating risks, which changed the risk perceptions
of some users and led them to initial behavioral change (i.e.,
enabling a screen lock). However, we did not investigate the
maintenance of this behavior change. Longitudinal studies
are needed examining the long-term behavioral outcomes of
fear appeal videos. Furthermore, we tested the effect of the
video in the context of screen locking, which may vary for
other recommended security advices (e.g., use of 2FA, pass-
word manager [34]). Further studies are needed to confirm
the strengths and limitations of our approach across differ-
ent security advices.

7. CONCLUSION
Many smartphone users choose not to use secure screen lock
methods, often stating inconvenience as one of the main rea-
sons [21, 29, 28]. As communicating risks to users can be
critical for raising risk awareness, which in turn can influence
behavior [56, 44], we designed a fear appeal video commu-
nicating the risks and potential consequences of not using a
screen lock. We evaluated the effectiveness of the video on
users’ perceptions, concerns, and attitudes towards secure
screen lock methods by comparing a treatment group that
viewed the video to a control group. Subsequently, a follow-
up study determined whether the fear appeal video was ef-
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fective in changing behavior (i.e., enabling a secure screen
lock). We found that the fear appeal video was effective in
changing users’ opinions in terms of perceived severity, risk
awareness, response cost, and privacy and security concerns.
In turn, the follow-up study revealed that significantly more
participants in the treatment group enabled a secure screen
lock than those in the control group (48/96 (50%) vs. 21/98
(21%)). Our findings show that risk communication can ef-
fectively change risk perception, which can be a key to pro-
moting secure behavior such as the use of a secure screen lock
mechanism on smartphones. We strongly believe that this
study provides insights that will enable researchers to de-
sign more effective informational videos aimed at increasing
security awareness and motivating users to adopt security
features and tools.
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APPENDIX
A. VIDEO TRANSCRIPT
Hello! This video is designed to explain some of the major
risks of not protecting your smartphone and how you can
protect yourself from those risks.

As you know, smartphones often store a great deal of in-
formation such as emails, SMS messages, bank account in-
formation, photos and videos of your loved ones, personal
contacts, and locations, some of which can be very sensi-
tive. If a smartphone with no passcode is lost or stolen, it
becomes really easy for someone to access the sensitive data
stored in it. That’s right! Just imagine how easy it would
be for someone to pick up your phone and access all your
information. For example, if your phone falls into the wrong
hands, an attacker can easily search through your email for
the word“bank”to figure out whether you do online banking
and where you do it. The attacker can then click the “re-
set my password” link on your bank’s website to receive the
password reset link on your phone and take control of your
bank account. If your email account is linked to many other
online accounts, the attacker can use the same technique to
take control of your other accounts as well.

Furthermore, the attacker can go through your emails to
find other sensitive information, such as your full name, so-
cial security number, address, phone number, credit card
numbers, date of birth, work related information and so on.
If an attacker can obtain these kinds of information, the
attacker can piece them together and sell them to identity
thieves, or even impersonate you and apply for new credit
cards.

If the phone contains compromising pictures of you or your
loved ones, the attacker can use them to blackmail you for
money or damage your reputation by posting the pictures
online or sending them to all of your contacts using the email
app on your phone.

Additionally, the attacker can use apps like Facebook mes-
senger, Hangouts or WhatsApp to send messages to your
friends or significant others, pretending to be you and ask-
ing for money. They can even request them to come to
certain places by faking an emergency situation.

These scenarios highlight only a few of the common risks re-
sulting from not locking your smartphone. These can be eas-
ily avoided using any of the secure screen lock mechanisms
available on your phone such as pin, pattern, password or
fingerprint that are strongly recommended by security ex-
perts. These are simple security measures to ensure that no
stranger can access your smartphone’s content without your
permission.

Setting up a secure screen lock is easy and usually takes less
than a minute. For example, on Android phones, you can go
to the “Settings” and from there scroll down until you find
the “Security” option. Under the “Security” option, tap the
“Screen Lock”. You can now select any of the screen lock
methods that you want to use.

In this video, we tried to explain the major risks of not pro-
tecting your smartphone and how to protect yourself from
those risks by enabling secure screen lock on your phone.

We hope that this video helped you to realize the importance
of using a secure screen lock mechanism on your smartphone
and will encourage you to start using one! Thank you for
taking the time to watch this video!
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B. CODING TABLES

Count

Reason Control Video Total

Annoying to use 56 59 115

Don’t see the risk 51 42 93

Nothing to hide 24 21 45

Setup inconvenience 11 9 20

Lack of knowledge for setup 4 8 12

Using other security measures 7 5 12

Mental burden 6 6 12

Haven’t considered it 2 7 9

Screen lock is insecure 1 1 2

Others can use my phone if lost 1 1 2

Table 6: Codes’ frequency of occurrence in partici-
pants’ responses to: “Why do you choose not to use
a secure screen locking method?” [BEFORE THE
VIDEO].

Aspect Total

Explanation of risk 60

Information/content 20

Simplicity/quality of presentation 17

Animation/illustration/graphics 16

Showing how to set up a screen lock 12

Narration 6

None 6

Table 7: Codes’ frequency of occurrence in partici-
pants’ responses to: “What aspects of the video did
you like?”.

Aspect Total

None 75

Narration 12

Upsetting content 7

Not relevant to user 6

Not enough information 5

Too unrealistic 4

Boring 4

Animation/pictures 3

No person 1

Length 1

Table 8: Codes’ frequency of occurrence in partici-
pants’ responses to: “What aspects of the video did
you not like?”.

Count

Reason Control Video Total

Annoying to use 74 38 112

Willing to set it up 15 57 72

Low of perceived threat 20 13 33

Mental burden 14 7 21

Nothing to hide 10 6 16

Not sure/none 5 6 11

Using other security measures 2 2 4

Laziness 2 1 3

Low response efficacy 1 2 3

Haven’t thought about it 2 0 2

Share with other people 0 1 1

Table 9: Codes’ frequency of occurrence in partic-
ipants’ responses to: “Please explain in a few sen-
tences your choice to the above question (statements
about inconvenience of using a secure screen lock).”.

Count

Reason Control Video Total

Security/privacy concerns 18 32 50

The survey 2 15 17

The video 0 5 5

Other 1 3 4

Bad experience 1 0 1

Social cost 0 1 1

Table 10: Codes’ frequency of occurrence in partic-
ipants’ responses to: “What motivated you to en-
able the secure screen lock method on your smart-
phone?”.

Count

Reason Control Video Total

Low perceived threat 31 15 46

Annoying to use 28 17 45

Lack of motivation 12 11 23

Nothing to hide 10 5 15

Forgot 4 7 11

Don’t want to change 5 1 6

Lack of knowledge for setup 4 0 4

Mental burden 2 1 3

Using other security measures 2 1 3

Other 0 1 1

Table 11: Codes’ frequency of occurrence in partic-
ipants’ responses to: “Why did you choose not to
enable a secure screen lock method on your smart-
phone?”.
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ABSTRACT
The Internet of Things is becoming increasingly widespread
in home environments. Consumers are transforming their
homes into smart homes, with internet-connected sensors,
lights, appliances, and locks, controlled by voice or other
user-defined automations. Security experts have identified
concerns with IoT and smart homes, including privacy risks
as well as vulnerable and unreliable devices. These concerns
are supported by recent high profile attacks, such as the
Mirai DDoS attacks. However, little work has studied the
security and privacy concerns of end users who actually set
up and interact with today’s smart homes. To bridge this gap,
we conduct semi-structured interviews with fifteen people
living in smart homes (twelve smart home administrators
and three other residents) to learn about how they use their
smart homes, and to understand their security and privacy
related attitudes, expectations, and actions. Among other
findings, we identify gaps in threat models arising from
limited technical understanding of smart homes, awareness
of some security issues but limited concern, ad hoc mitigation
strategies, and a mismatch between the concerns and power of
the smart home administrator and other people in the home.
From these and other findings, we distill recommendations
for smart home technology designers and future research.

1. INTRODUCTION
Anticipated by researchers for some time now, the Internet
of Things (IoT) has arrived in the homes of end users. By
some estimates, there are already hundreds of millions of
connected “smart home” devices in more than 40 million
homes in the U.S. alone, and by 2021, that number is expected
to double [48, 56]. With the rise of consumer smart home
platforms like Samsung SmartThings [55], Apple Homekit [5],
and others, as well as connected devices like Amazon Echo [4],
Google Home [29], and Philips Hue lightbulbs [45], end users
are empowered to set up their own connected, automated,
smart homes. These smart homes support desirable features,
such as voice-controlled lights and remote-controlled door
locks, but they also raise new security and privacy risks.

Indeed, computer security researchers have already identified
numerous issues with smart home technology. These issues
range from over-privileged applications running on smart
home platforms [26] to viral attacks that can spread between
infected lightbulbs [50]. The recent Mirai malware — which
compromised connected devices and conscripted them into a
botnet, disrupting the internet for millions of people [43] —
shows that these risks are already leading to concrete attacks.
We discuss additional examples in Section 2.

However, despite an increased focus on smart home security,
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and the reality of the emerging risks, there has been little
study of the security and privacy concerns of end users who
set up and use these smart home platforms and devices.
Without an understanding of the concerns, needs, and use
cases of these end users, researchers and smart home platform
designers can neither prioritize which problems to focus on,
nor develop effective solutions.

We aim to bridge this gap in this work, asking questions
such as: how and why do people use their smart homes?
What sorts of mental models have users developed for smart
homes? What are their security and privacy concerns (or lack
thereof), and how do these compare to the risks identified
by security researchers? What sorts of issues play out in
homes with more than one user? What security or privacy
mitigation strategies do end users already use, and where are
additional technical solutions or other design efforts needed?

We explore these questions through in-depth, semi-structured
interviews with fifteen participants. All participants live in
smart homes: twelve administer their smart homes, and three
live in a smart home administered by someone else.

We find that our interview participants have an assortment
of (generally sparse) threat models, and that the sophistica-
tion of their threat models often depends on their technical
knowledge of smart homes. And while participants identified
security and privacy issues such as data collection, surveil-
lance, or hacking, most were not concerned about these issues
on a day-to-day basis. We also identify tensions that can
arise in smart homes with multiple users, which in the ex-
treme could lead to potentially dangerous situations if the
administrator of the smart home uses the technology to spy
on or deny access to other users.

From our findings, we distill lessons and recommendations
for future smart home platforms and devices. For example,
we recommend further studying and designing consciously
for multi-user interactions in smart homes, and we recom-
mend improving user awareness and control through careful
UI/UX design, including the inclusion of physical controls on
devices. Ultimately, better understanding end users will help
us identify gaps between current system designs and users’
security needs and expectations, as well as tensions between
users’ functionality and security needs, and will help focus
the efforts of the research community and industry.

In summary, our contributions include:

1. We conduct in-depth, semi-structured interviews with
fifteen smart home users, studying how and why they
use smart home technologies, their mental models, their
security and privacy concerns (or lack thereof), and
the mitigation strategies they employ.

2. Among our findings, we learn that participants’ threat
models are sparse and depend on the sophistication of
their technical mental models, that many current smart
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home users are aware of potential security and privacy
issues but not generally concerned, and that tensions
may arise between multiple residents in a smart home.

3. From these findings, we distill recommendations for the
designs of future smart home platforms and devices, as
well as identify opportunities for future work.

2. BACKGROUND AND RELATED WORK
The Internet of Things (IoT) is a broad term for internet-
connected devices, which has come to encompass every-
thing from connected cars, wearables, and connected indus-
trial/manufacturing equipment. Our focus is on smart home
technology, which we consider to include internet-connected
appliances, lighting, sensors, door locks, and other objects
designed for the home environment. This technology enables
applications like security systems and remote monitoring,
lighting and climate control that adapts to a user’s presence
and habits, and voice controls for lighting and appliances.

Current Smart Home Technology Landscape. In re-
cent years, we have seen a rapid increase in the number
and type of consumer-oriented internet-connected devices
for automating home environments. While home automa-
tion technology has existed for decades, smart home devices
are now internet connected, interoperable between different
vendors, and controllable via smartphone.

Standalone smart devices include thermostats (e.g., Nest),
lights (e.g., Philips Hue), motion detectors, door/window
sensors, air quality sensors, power outlets, and door locks.
Some of these devices connect to the internet through existing
Wi-Fi networks, while others use low energy protocols like
Zigbee and Z-Wave, and communicate to the internet through
a bridge. Smart devices allow users to automate their home,
e.g., automatically adjusting the thermostat, or turning on
or off lights based on motion sensor readings.

Two types of smart home platforms have emerged: hubs
and cloud-based integrations. Hubs — such Samsung Smart-
Things [55], Wink [2], and Vera [1] — are central hardware
devices that other smart home devices communicate with,
and can act as a Z-Wave or Zigbee bridge. Via the hub’s
companion app or website, users can program automations.
Some hubs, like Samsung SmartThings, support third-party
apps, which are prepackaged, complex automations written
by other developers. Similar to hubs, emerging intelligent
personal assistants, like the Google Home and Amazon Echo,
can be integrated with many existing smart home devices,
allowing users to control their smart home using their voice.

On the other hand, cloud-based integrations rely on the
fact that for many stand-alone devices, commands from a
user’s phone to the device transits the cloud. These cloud
services often expose APIs for controlling devices over HTTP.
Middleman cloud services like IFTTT (If This Then That)
and Stringify can use these APIs to connect stand-alone
devices together, and to run automations.

Smart Home Security and Privacy Concerns. Secu-
rity experts have raised concerns about the security and
privacy risks with internet-connected devices in homes [6, 30,
53]. Concerns include privacy risks due to pairing and dis-
covery protocols that leak information about devices in the
home [62], insecure communication leaking sensitive informa-
tion about the home and the residents [17], and vulnerabilities

in the devices that can allow an attacker to remotely spy
on residents or disrupt their lives [21, 22, 44]. Technological
solutions when not implemented correctly may amplify so-
cial issues [58]. Shared in-home devices presents new access
control challenges [59], which, if not addressed carefully, may
amplify interpersonal issues among residents.

Researchers have begun analyzing smart home platforms and
devices (e.g., [24, 26, 44]). Findings include over-privileged
applications on smart home platforms and vulnerable devices
like locks [32] and lightbulbs [42, 50]. Attacks have also
occurred in the wild: the massive Mirai DDoS botnet attack
disrupted the internet for millions of users [43], a glitch
in the Nest thermostat left users in the cold [8], a baby
monitor was hacked and a vulnerability in Foscam cameras
left thousands of users vulnerable to similar attack [31], and
recent reports suggest that internet-connected smart TVs
can be used to record conversations [52]. Furthermore, a
recent report indicates that IoT malware and ransomware
attacks are on the rise [38]. In response to these concerns,
researchers have begun to develop designs for more secure
smart home platforms (e.g., [27, 54, 63]).

End-User Studies. Prior research on end users of smart
homes has generally not focused on security and privacy
issues but rather on usability issues, such as installation,
motivations and use cases, and the interfaces for control
and automation. [10, 20] Research in this area has identified
tensions that arise due to differences between members of
the household. Brush et al. and Mennicken et al. found that
there is often one user who is most enthusiastic and others
who interact with the smart home more passively [9, 41].
Ur et al. studied differences in privacy attitudes between
teens and parents regarding home-entryway surveillance [60].
Mennicken et al. implemented a calendar based interface
for smart home configuration to make it more accessible
to passive users [40]. Our work surfaces a similar dynamic
between primary and incidental smart home users.

Some prior work has also investigated security and privacy
concerns of end users. Brush et al. [9] visited 14 smart homes
to study adoption issues, and among their findings, found
concerns about security-critical devices like smart door locks
and cameras. Worthy et al. [61] asked five subjects to keep
an ambiguous IoT device in their homes for a week, finding
trust as a critical factor in IoT technology acceptance. Choe
et al. [12] asked 22 participants to take devices home for
four weeks and studied their perceived benefits and concerns,
finding more concern than we do in our study.

Our research contrasts with prior work in three ways: first,
we interview participants who have been living in a smart
home for months, past the novelty phase and into day-to-
day use. Second, we focus primarily on security and privacy,
rather than general usability issues. And lastly, we contribute
an updated understanding of usability, security, and privacy
issues for the current generation of smart home devices, such
as Samsung SmartThings, Amazon Echo, and Philips Hue.

Further afield, others have studied security and privacy con-
cerns of end users for related technologies, including parent-
child interactions with connected toys [39], security and
privacy issues with household robots [11, 22], access control
challenges in the home [37], and privacy issues with using
smart home technology for assisting senior citizens [16, 57].
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3. RESEARCH QUESTIONS
To inform the design of more secure smart homes in the future,
we set out to investigate the following research questions.

General Smart Home Use. We ask: What are the com-
mon use cases for smart homes today? While the types of
home IoT devices have proliferated in recent years, ranging
from smart egg trays to smart dolls, learning which types
of devices, platforms, and automations are typically present
in smart homes will help us understand which security and
privacy issues are most salient in this space, and which func-
tionality or other factors are critical to users.

Smart Home Technology Mental Models. We ask:
What mental models do users have of their smart home?
For example, do their mental models include communication
between devices in the home, and/or communication beyond
the home (i.e., in the cloud)? Prior work has found that
incomplete mental models about a technology leads to incom-
plete threat models and limited adoption or use of security
tools (e.g., email encryption [49], internet privacy [34]).

Smart Home Threat Models. We aim to learn about
the specific threat models and security concerns — or lack
thereof — of smart home end users. Experts have developed
extensive threat models for IoT and smart homes, informed
by a technical understanding of the potential vulnerabilities.
End users may develop different threat models. We inves-
tigate the potential gap between a security expert’s threat
model and what users are concerned about. What risks are
users unaware of or unconcerned about, and are experts
considering all of the issues that matter to end users?

Mitigation Strategies. As part of studying end user threat
models, we also investigate any mitigation strategies they
use when they do have security or privacy concerns. For
example, do users change their in-home behaviors around
devices that record audio or video? If they employ technical
mitigation strategies, are these strategies actually effective?

Multi-User Interactions. What unique security or privacy
issues arise in smart homes due to their shared nature? Today,
people increasingly use personal computing devices that are
not shared with others, like laptops or smartphones [35].
However, smart home technologies are located in common
spaces and are critical to basic functions of the home, such
as lighting or physical access, thereby affecting all residents.
We explore whether incidental users of smart homes, who
were not primarily involved in the system’s configuration,
hold different security and privacy concerns than the primary
user, or view the primary user as a potential adversary.

Other Constraints and Requirements. In addition to
security and privacy factors, we anticipate that participants
will make choices about whether and how to set up their
smart homes based on other factors, including convenience,
functionality, usability, reliability, and latency. These con-
straints and requirements may affect what security and pri-
vacy solutions are acceptable for end users.

Recommendations for Researchers and Smart Home
Designers. Through this investigation, we aim to develop
recommendations for smart home designers and for researchers.
Specifically: Where should the computer security community
focus its efforts? Given the range of potential issues to ad-
dress, what type of work should be prioritized, and how? For

example, should we prioritize better protecting users from
malicious or misbehaving third party automations? How
can we design devices to promote better mental models and
security behaviors? We return to these questions in Section 6.

4. METHODOLOGY
In this section, we describe our study methods and materials.

4.1 Pilot Interviews
Before designing our interview questions, we conducted an
exploratory interview with a colleague who set up and lives in
a smart home. After designing the initial interview questions,
we conducted four additional pilot interviews with smart
home residents, and made modifications to the questions
to improve their clarity, and to better answer our research
questions. We do not include exploratory or pilot interview
data in our general results, though we present one particularly
relevant anecdote from one of these interviews.

4.2 Recruitment and Screening
We recruited participants by advertising on relevant mailing
lists, on smart home related Reddit communities, and via
the researchers’ social media accounts (Twitter, Facebook).

Potential participants were asked to fill out a screening sur-
vey, selecting which, if any, smart home platforms or devices
they own, how long they have been using their smart home,
whether they set it up themselves, how many other peo-
ple live in the home, as well as demographic information
(age, gender, profession). Participants were also asked to
provide their name and email address if they were willing
to participate in a phone or Skype interview. We used the
screening responses to select participants with at least one
smart home platform and covering a range of technical skill
levels (inferred from profession); we also explicitly recruited
and selected participants who used but did not set up or
manage their own smart home.

Participants who completed the phone or Skype interview
were compensated with a $10 Amazon gift card; participants
who filled out only the survey did not receive compensation.

4.3 Interview Procedure
Participants who were selected for the full interview were then
contacted by the researchers to schedule a phone or Skype
call. Interviews were conducted by two researchers: one
leading the interview and another taking notes and recording
the session. We asked participants about:

General Questions: We asked participants to describe the
smart home devices they own, how they use them, what apps
or automations they have installed, and whether they access
these devices remotely or only while physically in the home.

Mental Models: To elicit participants’ mental models and
degree of technical understanding of their smart home, we
asked them to explain how their smart home works, verbally
and through a drawing exercise. Drawings have been found
to be an effective method for externalizing mental models
in conjunction with verbal reports [33], and has been used
in several studies of the relationship between mental models
and security [34, 47, 49].

We allowed participants to either create a diagram electroni-
cally using Google Drawings, or to draw on paper and send
us a photograph. We show examples in Section 5.
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Security Concerns: In order to avoid prompting partici-
pants to merely agree with the interviewer that security and
privacy concerns might arise with smart homes (i.e., avoid
participant response bias [7, 19]), we began by asking more
general questions that could elicit security or privacy con-
cerns but did not explicitly mention them. We asked whether
they had hesitations about getting any of their smart home
devices, whether there were any devices they thought about
getting but ultimately decided against, or whether there were
any devices they used but later deactivated.

For participants who did not organically bring up security or
privacy concerns, we then prompted specifically about secu-
rity and privacy (making it clear that a lack of such concern
was a valid response, again to avoid participant response
bias). We also asked if they had heard about security and
privacy concerns with smart homes in the news, and whether
they shared those concerns or felt they were overblown; and
we asked participants to compare their concern about smart
homes to their concern about phones and laptops.

Mitigation Strategies: We asked participants whether
their security and privacy concerns (if any) had caused any
changes in behavior (e.g., acting differently around smart
home devices or changing device settings).

Multi-User Scenarios: We asked participants how many
people live in their home, who has what types of access to
the smart home, whether they have had disagreements with
others about the smart home, and whether house guests have
interacted with the smart home.

Technical Skill: We asked participants to self-report, on a
scale of 1 (novice) to 5 (expert), familiarity with technology
in general, smart home technology, and computer security.

Wrap-Up: Finally, we asked participants if there were any
questions they expected us to ask, and gave them a chance
to tell us anything else about their smart home.

As an in-depth, qualitative interview, we tailored our ques-
tions to the context of individual conversations. Thus, al-
though all participants were asked the above questions, we
also asked relevant follow-up questions where appropriate. A
copy of the interview protocol is provided in Appendix A.

4.4 Data Analysis
We used a bottom up qualitative method to analyze the
data. Three researchers independently read notes from the
interviews and listened to recordings, and generated list of
themes. Then, the researchers met in person to consolidate
the most salient themes into a shared codebook, which con-
sisted 16 structural codes (based on our research questions),
further divided into 116 subcodes. The structural codes were
broad categories, such as “Mitigation Strategies”, and the
subcodes enumerated specific instances mentioned by partic-
ipants, e.g. “Network segmentation”. Then, each interview
was independently coded by two of the three researchers.
One researcher was the primary coder, and participated in
coding each interview. After all interviews were coded, the re-
searchers resolved disagreements resulting from human error
or misunderstanding of the codes, where possible. Cohen’s
kappa, a measure of inter-coder agreement, was 0.96. (Fleiss
rates kappa values over 0.75 as excellent agreement [28].)
Since there are some remaining disagreements, in Section 5,
we report numerical values based on the primary coder.

4.5 Ethics
This study was reviewed by our institution’s IRB, and was
considered exempt. We did not ask participants to reveal
sensitive information like account names or home addresses.
All participants provided informed consent to participate in
the study and be audio-recorded. We stored all interview
recordings in password-protected form and removed any
identifying information from notes and transcripts.

5. RESULTS
We now turn to a discussion of our results, organized accord-
ing to the research questions presented in Section 3.

5.1 Participants
Thirty-three participants completed the pre-screening survey,
and we conducted interviews with 15 of them, selecting
people with smart home platforms and devices, and covering
a range of technical skills and other factors. Interviews were
conducted in Feb. 2017 and lasted on average 38 minutes.

Of the 15 participants (summarized in Table 1), four were
women, eight did not mention having a background in IT
or computer science, and two were aged 55 years or older.
Participants had smart homes for at least two weeks and up
to eight years. Table 1 presents self-reported familiarities
with technology, security, and smart homes. However, in
some cases, these self-estimates seemed miscalibrated. For
example, one participant reported only a “3” in technology fa-
miliarity, but was able to describe a cloud-based client-server
architecture for smart homes, while others who reported high
familiarity with security did not articulate specific concerns
even when directly asked. Nevertheless, we include these
values as rough indicators of confidence in their abilities.

5.2 General Smart Home Use
We begin by describing the smart home devices participants
own, how they use these devices, and how they orchestrate
automations between the devices. These details will provide
context for subsequent results, and they highlight use cases
that computer security solutions must take into account.

Devices. Participants reported having a large variety of
internet-connected devices, from many different manufactur-
ers. We summarize these devices in Table 2. Most common
are smart lights, thermostats, cameras, and switches. Partic-
ipants using their smart homes as security systems typically
had sensors on doors and windows, as well as motion sensors.

Nine participants mentioned having a hardware hub, and a
few others mentioned using apps for centralized control, like
Apple Homekit. Intelligent personal assistants, such as the
Amazon Echo or Google Home, are also very common (13).

Some of the more uncommon smart devices were custom-
made by the participants. For example, P8 was able to
automate the lights and jets on their swimming pool by
integrating its control systems with a Raspberry Pi, and
implemented custom software to decode the data stream and
integrate it with their SmartThings hub.

Use Cases. We identified four common smart home use
cases: increasing physical safety (including security systems,
door locks, and smoke detectors; 9 participants), home au-
tomation (automatically adjusting lighting, temperature, or
other devices; 13 participants), remote control, and in-home
sensing. Many participants mentioned multiple use cases.
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Primary CS/IT Self-Reported Familiarity with...
ID Gender Age Profession User? Background? Technology Computer Security Smart Homes
P1 Male 35-44 IT Security Yes Yes 5 5 3-4
P2 Male 35-44 Marketing Yes Yes 4 4 3
P3 Female 55+ Biologist Yes No 2-5 3.5 3.5
P4 Male 25-34 Healthcare IT Yes Yes 4 4 3
P5 Male 25-34 IT Technician Yes Yes 5 4 4
P6 Male 25-34 Engineering PM Yes Yes 5 4 5
P7 Male 25-34 Fundraiser in higher ed Yes No 4 3 5
P8 Male 45-54 Software Engineer Yes Yes 5 4 4
P9 Male 25-34 Finance Yes No 4 4 3
P10 Male 55+ Chief Financial Officer Yes No 4 4 4-5
P11 Male 55+ Professor Yes No 3 3 3
P12 Male 18-24 Retail supervisor Yes No 5 4 4
P13 Female 18-24 Student No Yes 3 2 2-3
P14 Female 25-34 Academic Admin No No 2 1 2
P15 Female 18-24 Student No No 3-4 3 3

Table 1: Summary of participants. Familiarity was self-reported on a scale of 1 (low) to 5 (high).

Type of device Count Examples

Lights 15 Philips Hue, Belkin Wemo Link, Osram Lightify, HomeBrite, LIFX
Intelligent Personal Assistant 13 Amazon Echo, Google Home
Thermostat 12 Nest Thermostat, Emerson Sensi, Ecobee Thermostat
Camera 11 Nest Cam, Withings Home, Foscam, Ubiquiti Aircam
Power outlets and switches 10 Belkin Wemo, Lutron Caseta
Motion Sensor 10 —
Hub 9 Samsung SmartThings, openHAB, Vera, Abode
Door Lock 7 Kwikset Smart Lock
Smoke detector 4 Nest Protect
Leak detector 2 —

Table 2: Devices owned by participants. Only devices owned by more than one participant are listed.

Though remote device use opens the door for security and pri-
vacy risks, we find that it is a critical feature for many users:
nine participants remotely controlled devices, like lights or
thermostats, while eleven used devices to remotely sense
within the home, including monitoring things like camera
feeds, air quality, and status of devices.

Modality. Participants interact with smart home devices
in several different ways, often in combination. 14 of 15
participants use a smartphone app to control or program
their devices. 13 participants use contextual triggers, i.e.,
behavior that executes based on the context, like the time
of day or whether the user is home. 12 participants use an
Amazon Echo or Google Home to control their devices via
voice. 8 participants mentioned using motion sensors. Some
remarked that using mobile apps was tedious, and preferred
to use voice controls or automations exclusively.

Automations. We define automations to be programs that
cause devices to do something on their own, or programs
that connect two different types of devices so that one can
trigger the other (e.g., enabling voice-controlled lights by
integrating them with the Amazon Echo). Furthermore, we
distinguish between three types of automations: end user
programming, custom scripting, and third party apps.

Most standalone devices and hubs feature an end user pro-
gramming interface, which allows users to program automa-
tions for their home on a graphical interface, usually in a
mobile app. For example, the SmartThings mobile app al-
lows users to program “routines” for devices like lights: users
can trigger lights to turn on and off based on activity from
motion sensors, door sensors, time of day, or whether their
phone is present in the house. We found end user program-

ming to be the most common method for automations; 11 of
15 participants used this type of interface.

Four more technically skilled users automated their homes by
writing scripts for Raspberry-Pi based controllers, like open-
HAB or HomeAssistant. Three others used custom scripts
written by others: P7 and P10 downloaded scripts from
smart home forums, and P14’s openHAB was programmed
by her husband. P10 was actually able to request others
to write Vera automations for him, and when we asked him
about it (incredulously), he said, “Yeah, isn’t that great?
I’ve done it 3 or 4 times.” Though code taken directly from
others may pose security risks, he was not concerned about
this risk, as we discuss further below.

Devices can also be automated by third-party tools, such
as apps on appified platforms like SmartThings, or cloud-
based tools like IFTTT. These methods are used (1) to
provide complex automations not possible through end user
programming, like adjusting the thermostat based on outdoor
temperature, and (2) to integrate devices that are not built-in
to a platform, like connecting an Echo to SmartThings.

We found that third-party automations were less common
than custom programming solutions. Four participants men-
tioned cloud services like IFTTT and five mentioned using
app-based automations. Both were mostly used when hubs
did not provide sufficient integration or functionality with
certain device families. Two non-integration automations
mentioned were a disco light app for Philips Hue, and a door
lock code management app for SmartThings. As we discuss
further in Section 6, this finding suggests that research ef-
forts focusing on the security of smart home applications
(e.g., [26]) may be considering only a narrow use case.
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Figure 1: Participant drawings showing examples of (a) advanced (from participant P2), (b) intermediate (from participant
P14), and (c) limited technical mental models (from participant P3). P2’s diagram (a) shows how they used network segmenta-
tion to separate their smart home devices from their other computers. P14’s diagram (b) does not represent the network topol-
ogy, but rather links in functionality. In P3’s diagram (c), lines are drawn between devices and their associated apps, but no
technical details are captured. This diagram was edited for clarity, removing only text describing the functions of the devices.

5.3 Smart Home Technology Mental Models
Based in part on prior work linking limited technical mental
models with limited adoption of security tools and incomplete
threat models [34, 49], we sought to understand participants’
general mental models about their smart homes before diving
into security specific questions. We categorized the sophis-
tication of participants’ mental models based on both their
drawings and their verbal explanation of their smart home
system. Our analysis was based on codes for whether the par-
ticipant demonstrated an understanding of specific technical
elements of their smart home, which we describe below.

Participants with the most advanced mental models had a
highly technical level of understanding of their smart home
system, and were able to represent the network topology,
including wireless protocols, hubs, routers, and sometimes
the role of cloud servers. One example of this is P2, who was
able to produce an accurate network diagram (see Figure 1a),
and raised concerns about how commands traveling to the
cloud affect latency. Participants in this category generally
had a background in IT or computer science.

Participants with an intermediate level mental model had
some sense of which devices in their home communicate
with each other, but without a deep understanding of how.
These users were typically capable users of technology, but
did not have technical training. One participant in this
category (P14) diagrammed functional relationships between
devices in her home (see Figure 1b), such as between the
Amazon Echo and Philips Hue lights, but did not capture
the role of the cloud or their wireless router.

The last category encompasses participants who had a limited
understanding of smart home technology in general, and
indicated no awareness of technical details, like their network
or the cloud. When we prompted to draw a diagram of his
smart home system, P11 drew the physical layout of his
home, and the locations of the devices, but did not illustrate
how the lights and the Echo communicated with each other.
Another example was P3 — in her diagram, each device had
a line drawn to a shape representing the smartphone app
associated with the device (see Figure 1c).

Mentioned but
Asset Concerned not concerned

Physical security 11/15 1/15
Audio logs 4/15 4/15
General home privacy 5/15 1/15
Behavior/presence logs 2/15 2/15
Personally identifiable info 2/15 1/15
Bandwidth 1/15 0/15
Money 1/15 0/15

No identified assets 1/15

Table 3: Assets identified by participants.

As we will see in the next section, the sophistication of a
participant’s technical mental model often affects the sophis-
tication of the resulting threat model.

5.4 Smart Home Threat Models
We now turn to a core component of our study: participant
threat models and security/privacy concerns (or lack thereof).

Overall, we found that participant threat models were sparse.
Participants mentioned a diverse set of potential security and
privacy issues, but few concrete concerns were articulated
by a majority of participants. Moreover, participants were
sometimes aware of potential issues but were explicitly not
concerned about them. Thus, we coded threat model themes
as “mentioned”, “not mentioned”, and “mentioned but not
concerned”. We summarize participant threat models in
Tables 3-6, organized into assets, adversaries, vulnerabilities,
and threats that came up during the interviews.

Assets. The most common asset identified by participants
was physical security. This theme arose among participants
who used security cameras or other security systems, or
participants who mentioned concerns about door locks, which
control physical access to the home.

Most of the switches and bulbs are used to control
the lightning in the home, for security purposes...
The cameras are used for security, to be able to
monitor the doors when we are not home, and the
dog when we are away from home briefly. (P3)
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Mentioned but
Adversary Concerned not concerned

Unspecified bad actors 9/15 0/15
Company 1/15 8/15
Government 2/15 2/15
Owner of smart home devices 1/15 1/15
3rd party automation authors 1/15 0/15

No identified adversaries 2/15

Table 4: Adversaries identified by participants.

Concern about physical security is perhaps natural, as devices
like door locks and security cameras exist expressly for that
purpose. Indeed, one participant cited these concerns as
a reason to be more concerned about security risks with a
smart home than with a laptop or phone:

For the home, it’s definitely something that I’m
worried about because I don’t want someone ac-
cessing the lock, or knowing the motion sensor
data, or when we’re home. On your phone, you
have a degree of control — you can encrypt your
phone, you can set up proper security — PIN and
locks and stuff... I’m more concerned about my
home than my phone, because if I lose my phone
I can remotely wipe it. (P6)

Meanwhile, other risks with smart home devices occur as
a side effect, such as privacy violations. Many participants
acknowledged privacy could be an asset, particularly in the
form of audio or behavior logs. However, half of these par-
ticipants were not especially concerned about privacy risks:

It’s not like I openly admit to anything ridiculous
that would incriminate me. And even if I did, no
one’s going to hear it, because Amazon doesn’t
release audio logs... That doesn’t bother me, I
guess — some people, it freaks them out, but it’s
not a big deal. It’s just part of big data. They’re
just trying to gather data for advertising purposes,
whatever floats their boat. (P5)

Other, less commonly identified assets that might be affected
by security or privacy risks included bandwidth, money, or
personally-identifiable information (PII). In one of our ex-
ploratory interviews, we heard an anecdote in which someone
set up a custom smart sprinkler system which, due to an
incorrect trigger, accidentally watered the lawn for a week
and led to a significant water bill. Though this case was
accidental, it could also be a compelling target for an attack.

Notably, no participant identified availability of device func-
tionality as an asset that might be attacked. Although
several participants voiced concerns about reliability (see
Section 5.7), none connected this concern to security risks
(rather identifying non-malicious network or power failures).

Adversaries. In general, when participants speculated
about potential attacks on their smart home, they did not ar-
ticulate specific adversaries in those scenarios (often referring
to adversaries as “someone”).

The most frequently identified potential adversaries were the
companies that manufactured their smart home devices and
that received data from those devices in the cloud. How-

ever, almost all participants who acknowledged this sort of
behavior from companies were not concerned, and trusted
the companies to protect their privacy. For example:

In terms of the smart home stuff in particular,
we are dealing with Amazon, we are dealing with
big companies that are probably not totally irre-
sponsible about privacy and security. (P11)

A few other participants mentioned the government as an ad-
versary. However, they seemed to consider this concern only
in the abstract sense, not providing many specifics on actions
the government would take. For example, only one of the par-
ticipants who mentioned the government also mentioned the
murder case where law enforcement is requesting that Ama-
zon turn over recorded audio data from an Echo device [3].
Less specifically, participants voiced general concerns about
the government’s surveillance capabilities and the current
political climate (circa February 2017). For example:

I am beefing up operational security in a big way,
because I have spoke publicly against fascism, and
I work in a publicly funded institution, I expected
to be targeted at some point. (P1)

Other participants were aware of the government’s potential
surveillance capabilities but not overly concerned:

I haven’t changed any of my behavior in the house.
If the FBI/CIA actually ever gets a recording of
what’s going into my Echo, they’ll probably just
think I’m a weirdo. (P8)

Participants had few concerns about the developers of smart
home applications or custom automations as adversaries.
P12 noted that the custom automations for the Vera hub
were simple enough that he could read and understand it.

Oh no, [the code] is so plain language. The only
code they’re writing for me is conditional com-
mands. To turn on all the lights, I do that all
myself, that’s a standard scene... It’s just the
two tier deep programming [sic] that I’ve gotten
their help with. And it’s pretty obvious, the code
they’ve written, I’ve saved it in a text file, it’s you
know, less than 30 characters. It’s pretty obvious
it’s only pointing — it’s like COBOL. (P12)

This lack of concern represents a gap to the threat models of
security experts, who often explicitly include app developers
as potential adversaries in their threat models and attempt
to curtail the default capabilities of applications (e.g., [27]).

Finally, some participants were concerned or encountered
issues with other residents in or visitors to the home; we
discuss these issues in Section 5.6 below.

Vulnerabilities. Participants identified few concrete vulner-
abilities that might lead to a security or privacy compromise,
and no potential vulnerability was mentioned by a major-
ity of participants (see Table 5). In general, we found that
participants with different levels of technical knowledge iden-
tified different types of vulnerabilities in the threat model.
For example, only participants with a more technically accu-
rate mental model mentioned lack of transport level security
(HTTPS) as a vulnerability.

USENIX Association Thirteenth Symposium on Usable Privacy and Security    71



Mentioned but
Vulnerabilities Concerned not concerned

Data at risk in the cloud 1/15 5/15
Weak passwords 5/15 0/15
Lack of transport level security 4/15 0/15
Insecure devices 4/15 0/15
Malicious devices 3/15 0/15
Unsecured Wi-Fi network 2/15 0/15
Devices can be unpaired 1/15 0/15

No identified vulnerabilities 3/15

Table 5: Vulnerabilities identified by participants.

A lot of stuff is just totally unencrypted. Some
of it is encrypted, a lot of it doesn’t validate SSL
certs. ... Even today, there’s a lot of use of weak
encryption ciphers. Yeah, it’s pretty awful. (P1)

Meanwhile, participants with a less sophisticated mental
model were more concerned about weak passwords and unse-
cured Wi-Fi networks, which are vulnerabilities that are not
specific to the smart home context.

People are concerned that someone could check
into their camera or their lights... I guess they’re
not smart enough to know that they can’t do that
if they don’t get your password. (P3)

Some participants mentioned concerns about malicious or
vulnerable devices, either specifically (e.g., P8 was aware of
Foscam web cam vulnerabilities [18]) or more generically:

I think the biggest thing is just the amount of
questionable things that have happened within
the IoT space from some of the up and coming
companies. That has me questioning what they
can and can’t do... I’ve just heard horror stories
from some of the smaller companies. (P2)

Threats. As with vulnerabilities, there was not a particular
threat or attack that a majority of participants were con-
cerned about (see Table 6). While many acknowledged that
companies or other adversaries could record and store private
data, like audio/video feeds and behavioral logs, again we
found that most were not concerned about it.

Again, we saw that participants with more advanced mental
models voiced more concrete and technical threats, such as
network attacks and network mapping. For example, P10
identified a specific threat: that an adversary with physical
access to the home could un-pair a device from the user’s
hub, and re-pair it with their own hub.

Reasons for Lack of Concern. Even when participants
were aware of security and privacy issues, they were often
not actively concerned about them, voicing several reasons.

One reason for lack of concern, discussed above, is explicit
trust in companies handling user data, such as Amazon.

Some participants were not concerned about attacks because
they did not consider themselves a worthwhile target (notably,
not considering untargeted attacks like widespread DDoS):

I read some stuff about Hue bulbs being hacked,
but I live in a small town. No one is going to pull

Mentioned but
Threats Concerned not concerned

Continuous audio/video recording 3/15 5/15
Data collection and mining 1/15 5/15
Adversarial remote control 4/15 1/15
Network attack on local devices 3/15 1/15
Spying by other user in home 3/15 0/15
Account/password hacking 2/15 0/15
Network mapping by mal. devices 1/15 0/15
Re-pair device with attacker’s hub 1/15 0/15

No identified threats 1/15

Table 6: Threats identified by participants.

up to my house and do any of that stuff. (P7)

Some believed they have nothing to hide, a perception that
other researchers have reported for online behavior [15]. Oth-
ers believed that they had taken sufficient steps to secure
their systems, such as with strong passwords, so they did
not need to worry further about security. For example:

I also know many, many people who have such
powerfully weak passwords, that if someone were
driving around trying to get into someone’s stuff,
they would get into someone’s stuff with weak
passwords, and not into mine. (P3)

I see the ability for devices to be manipulated if
not secured properly, but from what I’ve read it
seems like you can lock your system down pretty
well, by just having a secure network and backup
options. (P4)

Seven participants explicitly identified a tradeoff, requiring
that one accepts security or privacy risks in exchange for the
functionality and convenience of a smart home. For example:

...your data’s going somewhere, and it comes
down to who you are going to trust with it. You
can trust it with Amazon, who has a record of
everything you have spoken to your Echo, or are
you gonna trust it with Google, who has access
to your email, your map search history, your web
search history? It depends on who you think is
gonna do what with your data. ... It’s a tradeoff
of these free services — you’re getting Gmail for
free, but you’re letting them run ads. (P6)

I think our security is so compromised in so many
different ways and I’m broadly speaking willing
to accept some of the benefits of having these
system understand my life — targeted advertising
and various other conveniences. (P11)

5.5 Mitigation Strategies
Here, we consider approaches participants took to mitigate
their security and privacy concerns. Mitigation strategies
varied greatly, with no single strategy shared by more than
five participants, suggesting that best practices for end user
smart home security have not become standard.

Technical Mitigations. Two participants intentionally
kept their smart home devices on a separate Wi-Fi network
from other home electronics, perhaps concerned about attacks
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by compromised smart home devices on other electronics,
which may have more valuable data. These participants also
blocked certain traffic from their devices: P1 blocked all
unencrypted traffic, and P2 prevented their SmartThings
hub from communicating with cloud servers, instead using
an MQTT broker to control it from a local server.

Some participants attempted to mitigate password and Wi-Fi
security related concerns with best practices, presumably
learned from more traditional computing contexts:

I don’t have any security concerns because I feel
fairly confident that the — I know that my pass-
words for all those accounts are very secure. (P3)

A few participants, with more technical backgrounds, desired
additional security or privacy features on their devices, such
as better use of HTTPS, or more granular permissions on
the sensors on devices. P1 in particular wanted to be able
to switch off the microphone on a Nest thermostat device.
Only two participants mentioned deleting camera recordings
or other logs of behavior to protect their privacy.

In some cases, participants used mitigation strategies with un-
clear benefits, suggesting limited underlying technical knowl-
edge. For example, P7 only used Z-Wave smart home devices
for security reasons, and when asked why, he said:

I don’t really remember. There was an article I
was reading about... it was when I started out
like two years ago that I researched it and I got
these things in my head... I don’t remember the
specifics. I’m not an expert on any of this stuff.
I try to do my research, but I have to take other
people‘s opinion at face value. (P7)

Non-Technical Mitigations. A possible strategy for miti-
gating privacy risks in smart homes is simply altering one’s
behavior around those devices. For example, one might avoid
saying certain things around the Echo or doing certain things
in front of cameras. However, when asked explicitly about
such behavior changes, nine participants explicitly mentioned
that they did not change their behavior at all. Others only
mentioned changing their behavior in theory:

If I was to do something illegal I wouldn’t do it
in the room that has the Alexa and the camera
in it. I would probably also turn off my cell
phone, because... you don’t know. I generally
don’t feel concerned because I’m not currently
up to anything that is so private that it can’t
be stored in Amazon’s temporary voice audio
recording database. (P13)

Several participants made choices about where to place de-
vices, or when those devices were enabled, for privacy reasons:

We choose not to face [the camera towards] any
interior portions. I do have a camera that’s easy
to set up, and when we go out of town for a couple
of days, I’ll just plug it in and it faces the interior,
but never when we’re actually home. (P1)

With the camera I have in the house, I do have
it plugged it into [a smart] powerstrip. So I don’t

really need that on when I’m there. So that’s
one thing that I guess we did do something little
different, just have the camera come on when
we’re away. (P7)

5.6 Multi-User Interactions
We now turn to concerns and issues related to incidental
users of the smart home, who were not primarily involved
in selecting or automating devices. Three participants were
incidental users, and we also asked primary users about
disagreements with or concerns of incidental users.

Differences in Mental and Threat Models. We found
that in general, incidental users of smart homes have simpler
mental models, less awareness of security/privacy issues, and
weaker threat models. This is perhaps natural; the person
who wants to set up a smart home is likely more enthusiastic
and curious about researching the technology, while the other
resident(s) might simply tolerate their smart home “hobby”.

For example, P14 lives in a fairly complex smart home set
up by her husband (who is seemingly tech-savvy, as their
OpenHAB hub requires programming skills). However, P14’s
mental model of their smart home is incomplete (see her
drawing in Figure 1b), and she deferred most of the worrying
about security to her husband. When asked specifically if
they had security or privacy concerns, she said:

It is something we joke about, but he’s assured
me that no one’s going to be able to hack into it.
I don’t know if I believe that. (P14)

Differences in Access. Additionally, we found that inci-
dental users do not always have full access to the smart home.
Often they do not have the proper apps installed to control
the home, either because the devices can be controlled with-
out the app, using an Amazon Echo or Google Home, or
these users were simply not interested in playing with the
app and setting up automations on their own.

Differences in Power and Control. One consequence of
non-primary users having less access and less interest in smart
homes is that it leads to situations where the primary user
may have — intentionally or unintentionally — more power
over the other residents of the home. For example, we ob-
served three such cases in our interviews.

Case 1: Restricted Access. P5 did not give their spouse
access to the thermostat, because they wanted to keep it at
a certain temperature to save power:

I locked down my thermostat from [my wife]
specifically. Because she complains that it is hot
all the time, and I’m like, “Just turn on the fan,
just turn on the ceiling fan and stand under it,
and you’ll be good,” because it costs money. (P5)

Case 2: Audio/Video Surveillance. P13 lives in a house
where the smart home setup was provided by the landlord.
In particular, they had an Amazon Echo, a Nest surveillance
camera, and Philips Hue lights. The landlord, being the
owner of the devices, had accounts associated with these
devices. That gave the landlord access to transcriptions and
recordings of voice queries to the Echo, and could receive
notifications from the security camera. The landlord accessed
private data in at least one instance:
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We threw a party and didn’t tell the woman who
coordinates our house, and someone unplugged
the Nest camera in the kitchen because they
wanted to recharge their phone... and when it
is unplugged, it automatically sends an email to
whoever’s account is associated with the camera,
and it has a photo of the last thing the camera
saw. So we were throwing this huge party, and it
sent a photo of the kitchen..., and so the coordi-
nator got the email and it was like “Your camera
was unplugged, this is the last thing the camera
saw!”... She wasn’t mad! They were excited that
we were having a party. (P13)

In this instance, there were no negative consequences, nor was
P13 particularly concerned about their landlord’s access to
the smart home, but other situations may not be as benign.

Case 3: Behavioral Surveillance. P2 has an extensive smart
home setup, and mentioned using the smart lock to find out
when his wife and children arrived at home. In addition,
he had custom software to detect when devices were on the
network, which also indicates who is at home. When asked
about disagreements with his wife, P2 said:

My wife hates the aspect that I know when her
device comes or goes on the local LAN, which
obviously creates an audit log, so to speak, of
when she’s at home. She’s now chiming in, that’s
the reason her phone doesn’t connect to the Wi-Fi
anymore, so I can’t track her. (P2)

In this case, P2’s surveillance does not appear to have been
malicious but rather a result of his experimentation with
the smart home — but again, other situations may be more
dangerous (e.g., domestic abuse [36]).

Trolling. On a more lighthearted note, participants identi-
fied several instances of “trolling” among residents or guests
in a smart home. Though these examples are not malicious
and were not poorly received, they also highlight potential
tensions that may arise between multiple users. For example:

I had my family here over the weekend, and they
have an Echo as well... They said “Hey Alexa,
put poop on my shopping list” and then they said
“Hey Alexa, order that”, and of course it said “Are
you sure?” and they let me say no. (P5)

5.7 Non-Security and Privacy Concerns
Finally, participants often cited non-security and privacy
related concerns that influenced how they set up their smart
home system. These concerns can be at odds with security
and privacy, and researchers or platform designers focused
on addressing security and privacy issues must consider these
other constraints as well.

Reliability. Eight participants expressed concern about
their home’s resilience to network and power failures. In the
event that their devices and hubs could no longer connect to
the internet, participants wanted their devices to continue to
function as normal, including their automations. For these
participants, the ability to run automations locally was a
deciding factor on which hub they decided to buy.

If... you’re trying to do something, and it doesn’t

work because the internet is down, that’s really
annoying... your wall switches should still work,
your automations might not work, but simple
stuff that doesn’t require the internet to process
things should still work. (P6)

As discussed above, despite this concern about reliability,
no participant considered it in the context of security, i.e.,
no one mentioned that availability could be impacted ma-
liciously. We also observe that maliciously induced failures
could be leveraged for other attacks, e.g., to access door
locks, although no participant voiced such a concern either.

Interoperability. Six participants mentioned that they
want their devices to be interoperable, i.e., compatible with
the rest of their smart home system. These participants
would like their devices to be controllable by their hub, by
their Echo/Google Home, and/or by a single, centralized app.
As discussed above, in several cases participants installed
third-party applications, such as IFTTT or Stringify, for the
sole purpose of making devices interoperable. Such ad hoc
connections potentially introduce new security vulnerabilites
by expanding the attack surface of their system.

Cost. For some participants, a more prominent barrier to
adoption was device cost. For example, this led P10 to cobble
together his own “smart” sprinkler system rather than buying
an existing smart device, increasing the risk of user error and
potentially opening the door for security vulnerabilities.

5.8 Results Summary
Before stepping back in Section 6, we summarize our key
findings from interviews with smart home end users:

• Participants have varied and sparse threat models, and do
not share a common set of concerns or mitigations.

• Participants’ threat models often depend on the sophisti-
cation of their technical mental models.

• Reasons for lack of concern about security/privacy issues
include not feeling personally targeted, trusting poten-
tially adversarial actors (like companies or governments),
and believing their existing mitigation strategies to be
sufficient.

• Concerns of security experts about smart homes, such as
insecure or malicious devices, company data collection,
attacks on device availability, or malicious or buggy third-
party apps, were generally not shared by participants.

• Homes with multiple users pose unique security and privacy
challenges, especially when the primary user has greater
knowledge and control of the system than incidental users.

• Participants make smart home technology choices based on
requirements that may conflict with security and privacy,
including cost and interoperability.

6. DISCUSSION
We now step back to reflect on lessons from our findings,
develop recommendation, and discuss study limitations.

6.1 Lessons
Incomplete mental models lead to gaps in threat
models and security behaviors. Echoing prior work on
mental models and security [34, 49], we found that partic-
ipants with more sophisticated mental models had more
advanced threat models that identified risks unique to smart
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homes, and were able to take specific precautions to address
these risks, such as blocking unencrypted traffic from their
smart home devices. On the other hand, participants with
less sophisticated mental models did not identify smart home-
specific vulnerabilities and threats, and often based their mit-
igation strategies on best practices from other technologies,
like using strong passwords, or adopted ad hoc strategies
with unclear benefits, like avoiding using non-Zigbee devices.

The absence of common threat model elements and mitigation
strategies suggests that best practices for smart home security
have yet to be developed. This gap makes it difficult for users
without a deep technical understanding of the technology to
make informed security decisions.

Participants were more about physical security is-
sues than privacy issues. The physical security of the
home was a common concern voiced by our participants.
This concern was expressed in two ways: either concern
about attackers compromising security-critical devices like
smart locks, or using the smart home to enhance their home
security, with light timers and cameras. Brush et al. [9]
found similar concerns: remote access to locks and cameras
is important but creates a security risk.

However, most participants were unconcerned about privacy
issues with their smart homes, despite having at least a
cursory awareness. A possible explanation for this result
could be that devices like door locks have security as their
primary purpose, so a security failure would be equivalent
to a functionality failure. By contrast, privacy risks with
other devices are side-effects of their intended purpose, (e.g.,
privacy risks due to the Echo’s ability to record audio).

This result could also be explained in part by our participant
group: smart home users. These users have already chosen
to set up a smart home (or had one set up for them); we
did not hear from people who chose not to install a smart
home due to security and privacy concerns. We discuss this
limitation further in Section 6.3 below.

Mismatch between awareness and power of smart
home administrator and other residents. In addition
to replicating findings about the primary/incidental user
dynamic from previous studies of end users of smart homes [9,
20, 41, 40], which found that most households have one user
who is more active about researching, purchasing, and setting
up smart home devices, our findings suggest that incidental
users of smart homes may be less tech-savvy and/or less
informed or aware about potential security and privacy issues.
These discrepancies can lead to a power imbalance in a home,
with the primary user in a position to (maliciously or not)
spy on other residents or limit their control of the home.

A key observation here is that while the people who set up
smart homes, particularly early adopters, often treat the
technology as a personal hobby, smart homes are fundamen-
tally not personal technologies. As a result, any security
and privacy (or other) decisions made by the primary user
directly affects other residents and visitor. If the primary
and incidental users share a threat model, this interaction
can be positive; however, if they do not agree on concerns or,
worse, the primary user is adversarial (e.g., abusive) towards
the incidental users, dangerous situations can arise.

Flexible end user programming limits usefulness of
third-party applications. We found that users make lim-
ited use of third-party apps, e.g., on Samsung SmartThings.
Instead, they more frequently use end-user programming
interfaces (e.g., to set custom automation rules) or directly
write scripts. When third-party apps were used, it was often
to connect other ecosystems to the platform, e.g., to enable
Amazon Echo based voice control of Samsung devices. This
finding begs the question: Why? Are packaged apps not
sufficiently flexible for diverse home environments (unlike on
more homogenous smartphones)? Do they not yet provide
sufficiently compelling functionality? Future work may shed
light on these questions; in the meantime, the app platforms
may not be the most critical place for the security community
to focus its efforts — as otherwise seems natural, given the
wealth of work on smartphone app platforms.

6.2 Recommendations and Future Work
We develop recommendations for the designers of smart home
platforms and devices, as well as for future research.

UI/UX for User Awareness and Control. By improv-
ing users’ technology mental models, we can also improve the
accuracy of their threat models, enabling conscious decisions
about whether to mitigate or ignore privacy or security risks.
A possible strategy is to surface more information to users
about what devices are doing — e.g., by providing usable au-
diting features in the associated phone apps, or by including
physical indicators on devices (e.g., recording lights). Con-
solvo et al. used similar techniques for surfacing information
leakage over unencrypted Wi-Fi networks [13]. Such indica-
tors are already common for cameras and microphones, but
may not be noticed by users performing unrelated tasks [46] —
thus, future work must study how to design effective indica-
tors in the smart home context, where users are often not
directly interacting with devices.

Similarly, user control can be enhanced by ensuring that
users can interact with devices physically, not only through
apps. This can improve multi-user interactions and can help
mitigate potential impacts of network failures, cloud outages,
and phone or app problems. Indeed, several participants
explicitly mentioned the need for physical switches.

If the system is shut off, your wall switches should
still work, your automations might not work, but
simple stuff that doesn’t require the internet to
process things, it should still work. (P6)

Design Consciously for Multiple Users. In many of
today’s smart home platforms, support for multiple users
is overlooked, and platform designers seem not yet to have
deeply considered the potential risks among users in the
same home. For example, users of SmartThings can easily
monitor other users, and the Echo allows access to audio logs.
From our interviews, we also heard about cases in which
incidental users were intentionally or unintentionally denied
access to smart home controls. As smart homes become more
prevalent, similar issues may arise with guests.

Thus, future smart home platforms must take into account
multi-user interactions and the potential power imbalance
between the primary user and incidental (and often less
tech-savvy) users. In addition to the need to support mul-
tiple distinct user accounts, usability and discoverability of
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features are critical for secondary, less technical users.

The user control and awareness recommendations we make
above can also help improve the multi-user experience. For ex-
ample, if devices can all be controlled with physical switches,
then all residents are guaranteed the ability to control that
device. Similarly, physical recording indicators and other
usable audit logs can help improve awareness of incidental
users. We encourage future research to further study both
the dynamics of multi-user smart homes as well as evaluate
potential designs to mitigate these issues.

Reputation Systems for Smart Home Options. Not
all users can (or should) become technical experts. Instead,
external guidance may be required to help users make in-
formed decisions about which products have stronger security
and privacy properties. For smartphones, centralized app
stores provide app reputation information, and prior work [25]
has shown that users use these reviews to make decisions
about which applications to install, including for security
and privacy reasons. Similarly, the Electronic Frontier Foun-
dation’s secure messaging scorecard [23] aims to inform users
about the security properties of different messaging options.
The smart home ecosystem is much more heterogeneous, and
there are no well-known centralized resources for security
or privacy sensitive users to inform themselves. The recent
news that Consumer Reports will begin evaluating products
for security and privacy [14] is a step in the right direction.

Develop Standard Best Practices for End Users. As
discussed above, we found that participants often adopted
best security practices not specific to smart homes, such
as strong password and Wi-Fi security. However, these
practices do not cover many of the security and privacy
issues unique to smart homes, and security experts must
develop — and communicate effectively to end users — an
updated set of best practices for smart home contexts. For
example, one such recommendation might be unplugging or
muting recording devices when they are not needed or during
sensitive conversations, or alerting guests to their presence.

Design for Secure and Robust Interoperability. In-
teroperability between devices and smart home ecosystems
(e.g., Amazon and SmartThings) was important to many
participants, who often installed third-party apps or built
custom solutions to connect different pieces of their smart
home. Since security issues often arise at the boundaries be-
tween components, these user-created interoperability links
(likely different across individual smart homes) may present
future points of weakness. Security researchers should study
these integrations, and smart home platform and devices
designers should explicitly design for robust interoperability.

Minimize Tradeoffs for Security and Privacy. Many
participants identified a tradeoff between security and privacy
with functionality and convenience, in some cases sounding
resigned to it. We challenge smart home designers and re-
searchers to present a better tradeoff. For example, certain
technical design choices can reduce risks without significantly
impacting functionality, like not requiring the cloud to run
automations. (Indeed, SmartThings initially only supported
running apps in their cloud, but now supports apps on the
local hub [51] — although perhaps for reliability rather than
security reasons.) By minimizing these tradeoffs when possi-
ble, we can remove the decision-making burden from users

and enable adoption of smart home technologies by people
who are not willing to make the tradeoffs required today.

6.3 Limitations
Finally, we reflect on several limitations of this work. First,
we only interviewed participants living in smart homes, not
people who chose not to install them for security or privacy
(or other) reasons. Future work should study this deliberate
non-user population, as they may have more pronounced
concerns that hindered adoption in the first place. Here,
our focus was on participants who could speak to concrete,
rather than hypothetical, smart home experiences.

Second, our sample skews towards primary users and smart
home enthusiasts, despite our efforts to recruit more passive
users of smart homes. This is likely in part due to self-
selection bias among people drawn to participate in our study,
and because we recruited from smart home-focused online
communities. Nevertheless, these participants’ accounts of
other residents, as well as the interviews with three non-
primary users, help shed light on this class of end users.

Third, smart home technology is new and still developing —
commercial platforms targeted at non-technical consumers,
like Samsung SmartThings or Amazon Echo, are recent de-
velopments. Thus, our participants are among the earliest
adopters; they may be more willing to choose convenience
over security or privacy, or be generally more tech-savvy, than
non-adopters. As smart homes become more widespread, the
makeup of the user base will shift, and future work should
consider these changes. Meanwhile, our findings already shed
light on issues that will arise and become more complex, e.g.,
around multi-user scenarios, as adoption increases.

Finally, this qualitative study, by its nature, does not produce
quantitative conclusions, e.g., about the prevalence of certain
concerns or lack thereof. This work lays the groundwork for
future quantitative studies to investigate such questions.

7. CONCLUSION
Consumer smart home technologies are becoming increasingly
prevalent. Alongside the convenience offered by these tech-
nologies, they raise new security and privacy risks. Though
researchers have begun studying these technologies them-
selves, there has been little study of the end users of modern
smart homes: what are their mental models, security and
privacy concerns, mitigation strategies, and how does the
presence of multiple users compound these issues? We sought
to answer these questions in our work, conducting in-depth
interviews with fifteen participants (twelve smart home ad-
ministrators and three other residents). Our findings shed
light on their mental models and security concerns (or lack
thereof) — for example, revealing incomplete threat models
and ad hoc mitigation strategies based on best practices
for older technologies — and highlight potential tensions be-
tween multiple smart home users. These findings lay the
groundwork for continued study of smart home end users as
the technologies develop further and see increased adoption,
and we provide recommendations to smart home technology
designers and researchers for where to focus future efforts.
For example, we highlight the need to help shape user mental
models, consciously design for multiple users, and design for
security and privacy alongside key features valued by users
(e.g., interoperability and remote access).
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APPENDIX
A. INTERVIEW PROTOCOL
General Questions:

1. What devices do you own?

2. Can you briefly describe what you use them for?

3. What apps or automations do you have installed?

4. Do you access devices remotely, or only when you’re
physically in your home?

Mental Models:
For this next part, I’d like you to draw a diagram of how all
of your devices are connected together. I can either email
you a link to a Google Docs drawing that we can both edit,
or you can draw it on a piece of paper and send it to me.

Security and Privacy Concerns:
(Start with questions not explicitly about security or privacy:)

1. When setting up your home, did you have any hesita-
tions about getting any devices?

2. Are there any devices you thought about getting but
decided not to get? Why?

3. Are there any devices that you used to use but later
deactivated?

(Move on to direct questions if they have not already started
talking about security and privacy:)

1. One type of concern we’re interested in is security or
privacy concerns. Do you or did you have any concerns
like that about your smart home? You might not have
any such concerns – that’s fine, and we’d like to hear
about that too.

(OR, if security/privacy have been brought up organi-
cally:)

Do you or did you have any other security or privacy
concerns that you haven’t mentioned yet?

2. Have you heard about any security or privacy issues
with smart homes in the news? If so, did that news
concern you, or do you think those issues are a little
overblown?

3. How would you compare your level of security/privacy
concern about your smart home devices to your level of
concern about your phone or laptop computer?

4. (For Echo/security camera users:) Do you ever look at
the audio/video logs of your Echo/camera?

Mitigation Strategies:

1. Thinking specifically about security and privacy con-
cerns, have those concerns caused you to change any of
your behaviors?

(a) For example, do you act differently in your home
around your smart devices?

(b) Do you do anything to your devices – such as mut-
ing them – to mitigate your security or privacy
concerns?

2. What kind of policies or controls would you like to have
in your smart home to alleviate your security and/or
privacy concerns?
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Multi-User Scenarios:

1. How many people live in your home?

2. Who has access to the smart home?

3. Have you ever had disagreements with people in your
home about how your smart home is set up?

4. Does everyone who has access have the same level of
access? (If yes:) Have you had situations where you
wanted someone to have limited access, and if so, how
did you handle that?

5. Have you ever have situations where houseguests have
interacted with your smart home? Did anything go
wrong? Did anyone voice any opinions or concerns?

Failures:
Are there any other things that have gone wrong while setting
up or using your smart home devices that you’d like to share?

Self-Reporting Technical Skills:
On a scale of 1-5:

1. How familiar are you with technology in general?

2. How familiar are you with computer security?

3. How familiar are you with smart home technology?

Closing Questions:

1. Are there any questions you expected me to ask?

2. Is there anything else you want to tell me about your
smart home?
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ABSTRACT
The usable security community is increasingly considering
how to improve security decision-making not only for end
users, but also for information technology professionals, in-
cluding system administrators and software developers. Re-
cruiting these professionals for user studies can prove chal-
lenging, as, relative to end users more generally, they are
limited in numbers, geographically concentrated, and accus-
tomed to higher compensation. One potential approach is
to recruit active GitHub users, who are (in some ways) con-
veniently available for online studies. However, it is not
well understood how GitHub users perform when working
on security-related tasks. As a first step in addressing this
question, we conducted an experiment in which we recruited
307 active GitHub users to each complete the same security-
relevant programming tasks. We compared the results in
terms of functional correctness as well as security, finding
differences in performance for both security and function-
ality related to the participant’s self-reported years of ex-
perience, but no statistically significant differences related
to the participant’s self-reported status as a student, status
as a professional developer, or security background. These
results provide initial evidence for how to think about valid-
ity when recruiting convenience samples as substitutes for
professional developers in security developer studies.

1. INTRODUCTION
The usable security community is increasingly considering
how to improve security decision-making not only for end
users, but for information technology professionals, includ-
ing system administrators and software developers [1, 2, 9,
10, 39]. By focusing on the needs and practices of these
communities, we can develop guidelines and tools and even
redesign ecosystems to promote secure outcomes in practice,
even when administrators or developers are not security ex-
perts and must balance competing priorities.

One common approach in usable security and privacy re-
search is to conduct an experiment, which can allow re-
searchers to investigate causal relationships (e.g.,
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[5,8,13,36]). Other non-field-study mechanisms, such as sur-
veys and interview studies, are also common. For research
concerned with the general population of end users, recruit-
ment for these studies can be fairly straightforward, via on-
line recruitment platforms such as Amazon Mechanical Turk
or via local methods such as posting flyers and advertising
on email lists or classified-ad services like Craigslist. These
approaches generally yield acceptable sample sizes at an af-
fordable cost.

Recruiting processes for security developer studies, however,
are less well established. For in-lab studies, professional de-
velopers may be hard to contact (relative to the general
public), may not be locally available outside of tech-hub
regions, may have demanding schedules, or may be unwill-
ing to participate when research compensation is consider-
ably lower than their typical hourly rate. For these rea-
sons, studies involving developers tend to have small sam-
ples and/or to rely heavily on university computer-science
students [2, 3, 15, 34, 35, 39]. To our knowledge, very few
researchers have attempted large-scale online security de-
veloper studies [1, 3].

To date, however, it is not well understood how these dif-
ferent recruitment approaches affect research outcomes in
usable security and privacy studies. The empirical software
engineering community has a long tradition of conducting
experiments with students instead of professional develop-
ers [29] and has found that under certain circumstances, such
as similar level of expertise in the task at hand, students can
be acceptable substitutes [27]. These studies, however, do
not consider a security and privacy context; we argue that
this matters, because security and privacy tasks differ from
general programming tasks in several potentially important
ways. First, because security and privacy are generally sec-
ondary tasks, it can be dangerous to assume they exhibit
similar characteristics as general programming tasks. For
example, relative to many general programming tasks, it can
be especially difficult for a developer to directly test that se-
curity is working. (For example, how does one observe that
a message is correctly encrypted?) Second, a portion of
professional developers are self-taught, so their exposure to
security and privacy education may differ importantly from
university students’ [32].

The question of how to recruit for security studies of de-
velopers in order to maximize validity is complex but im-
portant. In this study, we take a first step toward an-
swering it: We report on a experiment (n=307) comparing
GitHub contributors completing the same security-relevant
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tasks. For this experiment, we take as a case study the ap-
proach (which we used in prior work [1]) of recruiting active
developers from GitHub for an online study. All partici-
pants completed three Python-programming tasks spanning
four security-relevant concepts, which were manually scored
for functionality and security. We found that participants
across all programming experience levels were similarly in-
experienced in security, and that professional developers re-
ported more programming experience than university stu-
dents. Being a professional did not increase a participant’s
likelihood of writing functional or secure code statistically
significantly. Similarly, self-reported security background
had no statistical effect on the results. Python experience
was the only factor that significantly increased the likeli-
hood of writing both functional and secure code. Further
work is needed to understand how participants from GitHub
compare to those recruited more traditionally (e.g., students
recruited using flyers and campus e-mail lists, or developers
recruited using meetup websites or researchers’ corporate
contacts). Nonetheless, our findings provide preliminary ev-
idence that at least in this context, similarly experienced
university students can be a valid option for studying pro-
fessionals developers’ security behaviors.

2. RELATED WORK
We discuss related work in two key areas: user studies
with software developers and IT professionals focusing on
security-relevant topics, and user studies with software de-
velopers and IT professionals that do not focus on security
but do discuss the impact of participants’ level of profession-
alism on the study’s validity.

Studies with Security Focus. In [2] we present a labo-
ratory study on the impact of information sources such as
online blogs, search engines, official API documentation and
StackOverflow on code security. We recruited both com-
puter science students (40) and professional Android devel-
opers (14). We found that software development experience
had no impact on code security, but previous participation in
security classes had a significant impact. That study briefly
compares students to professionals, finding that profession-
als were more likely to produce functional code but no more
likely to produce secure code; however, that work does not
deeply interrogate differences between the populations and
the resulting implications for validity. In [1], we conducted
an online experiment with GitHub users to compare the us-
ability of cryptographic APIs; that work does not distinguish
different groups of GitHub users.

Many studies with a security focus rely primarily on stu-
dents. Yakdan et al. [39] conducted a user study to measure
the quality of decompilers for malware analysis. Partici-
pants included 22 computer-science students who had com-
pleted an online bootcamp as well as 9 professional malware
analysts. Scandariato et al. [28] conduct a controlled ex-
periment with 9 graduate students, all of whom had taken
a security class, to investigate whether static code analy-
sis or penetration testing was more successful for finding
security vulnerabilities in code. Layman et al. [22] con-
ducted a controlled experiment with 18 computer-science
students to explore what factors are used by developers to
decide whether or not to address a fault when notified by
an automated fault detection tool. Jain and Lindqvist [15]
conducted a laboratory study with 25 computer-science stu-

dents (5 graduate; 20 undergraduate) to investigate a new,
more privacy-friendly location API for Android application
developers and found that, when given the choice, develop-
ers prefer the more privacy-preserving API. Barik et al. [4]
conducted an eye-tracking study with undergraduate and
graduate university students to investigate whether devel-
opers read and understand compiler warning messages in
integrated development environments.

Studies that use professional developers are frequently qual-
itative in nature, and as such can effectively make use of rel-
atively small sample sizes. Johnson et al. [17] conducted in-
terviews with 20 real developers to investigate why software
developers do not use static analysis tools to find bugs in
software, while Xie et al. [38] conducted 15 semi-structured
interviews with professional software developers to under-
stand their perceptions and behaviors related to software
security. Thomas et al. [34] conducted a laboratory study
with 28 computer-science students to investigate interac-
tive code annotations for access control vulnerabilities. As
follow up, Thomas et al. [35] conducted an interview and
observation-based study with professional software devel-
opers using snowball sampling. They were able to recruit
13 participants, paying each a $25 gift card, to examine
how well developers understand the researchers’ static code
analysis tool ASIDE. Johnson et al. [16] describe a qualita-
tive study with 26 participants including undergraduate and
graduate students as well as professional developers. Smith
et al. [31] conducted an exploratory study with five stu-
dents and five professional software developers to study the
questions developers encounter when using static analysis
tools.To investigate why developers make cryptography mis-
takes, Nadi et al. [25]surveyed 11 Stack Overflow posters who
had asked relevant questions. A follow-up survey recruited
37 Java developers via snowball sampling, social media, and
email addresses drawn from GitHub commits. This work
does not address demographic differences, nor even whether
participants were professional software developers, students,
or something else.

A few online studies of developers have reached larger sam-
ples, but generally for short surveys rather than experimen-
tal tasks. Balebako et al. [3] studied the privacy and se-
curity behaviors of smartphone application developers; they
conducted 13 interviews with application developers and an
online survey with 228 application developers. They com-
pensated the interviewees with $20 each, and the online sur-
vey participants with a $5 Amazon gift card. Witschey et
al. [37] survey hundreds of developers from multiple com-
panies (snowball sampling) and from mailing lists to learn
their reasons for or against the use of security tools.

Overall, these studies suggest that reaching large numbers of
professional developers can be challenging. As such, under-
standing the sample properties of participants who are more
readily available (students, online samples, convenience sam-
ples) is an aspect of contextualizing the valuable results of
these studies. In this paper, we take a first step in this direc-
tion by examining in detail an online sample from GitHub.

Studies without Security Focus. In the field of Empir-
ical Software Engineering, the question whether or not stu-
dents can be used as substitutes for developers when exper-
imenting is of strong interest. Salman et al. [27] compared
students and developers for several (non-security-related)
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tasks, and found that the code they write can be compared
if they are equally inexperienced in the subject they are
working on. When professionals are more experienced than
students, their code is better across several metrics. Hoest et
al. [14] compare students and developers across assessment
(not coding) tasks and find that under certain conditions,
e.g., that students be in the final stretches of a Master’s
program, students can be used as substitutes for develop-
ers. Carver et al. [7] give instructions on how to design
studies that use students as coding subjects. McMeekin et
al. [23] find that different experience levels between students
and professionals have a strong influence on their abilities to
find flaws in code. Sjoeberg et al. [29] systematically analyze
a decade’s worth of studies performed in Empirical Soft-
ware Engineering, finding that eighty-seven percent of all
subjects were students and nine percent were professionals.
They question the relevance for industry of results obtained
in studies based exclusively on student recruits. Smith et
al. [30] perform post-hoc analysis on previously conducted
surveys with developers to identify several factors software
researchers can use to increase participation rates in devel-
oper studies. Murphy-Hill et al. [24] enumerate dimensions
which software engineering researchers can use to generalize
their findings.

3. METHODS
We designed an online, between-subjects study to compare
how effectively developers could quickly write correct, se-
cure code using Python. We recruited participants, all
with Python experience, who had published source code at
GitHub.

Participants were assigned to complete a set of three short
programming tasks using Python: an encryption task, a task
to store login credentials in an SQLite database, and a task
to write a routine for a URL shortener service. Each par-
ticipant was assigned the tasks in a random order (no task
depended on completing a prior task). We selected these
tasks to provide a range of security-relevant operations while
keeping participants’ workloads manageable.

After finishing the tasks, participants completed an exit sur-
vey about the code they wrote during the study, as well
as their educational background and programming experi-
ence. Two researchers coded participants’ submitted code
for functional correctness and security.

All study procedures were approved by the Ethics Review
Board of Saarland University, the Institutional Review
Board of the University of Maryland and the NIST Human
Subjects Protection Office.

3.1 Language selection
We elected to use Python as the programming language for
our experiment, as it is widely used across many communi-
ties and offers support for all kinds of security-related APIs,
including cryptography. As a bonus, Python is easy to read
and write, is widely used among both beginners and experi-
enced programmers, and is regularly taught in universities.
Python is the third most popular programming language on
GitHub, trailing JavaScript and Java [12]. Therefore, we
reasoned that we would be able to recruit sufficient profes-
sional Python developers and computer science students for
our study.

3.2 Recruitment
As a first step to understanding security-study behavior of
GitHub committers, we recruited broadly from GitHub, the
popular source-code management service. To do this, we ex-
tracted all Python projects from the GitHub Archive data-
base [11] between GitHub’s launch in April 2008 and Decem-
ber 2016, yielding 798,839 projects in total. We randomly
sampled 100,000 of these repositories and cloned them. Us-
ing this random sample, we extracted email addresses of
80,000 randomly chosen Python committers. These com-
mitters served as a source pool for our recruitment.

We emailed these GitHub users in batches, asking them to
participate in a study exploring how developers use Python.
We did not mention security or privacy in the recruitment
message. We mentioned that we would not be able to com-
pensate them, but the email offered a link to learn more
about the study and a link to remove the email address from
any further communication about our research. Each con-
tacted GitHub users was assigned a unique pseudonymous
identifier (ID) to allow us to correlate their study participa-
tion to their GitHub statistics separately from their email
address.

Recipients who clicked the link to participate in the study
were directed to a landing page containing a consent form.
After affirming that they were over 18, consented to the
study, and were comfortable with participating in the study
in English, they were introduced to the study framing. We
did not restrict participation to those with security expertise
because we were interested in the behavior of non-security-
experts encountering security as a portion of their task.

To explore the characteristics of this sample, the exit ques-
tionnaire included questions about whether they were cur-
rently enrolled in an undergraduate or graduate university
program and whether they were working in a job that mainly
involved Python programming. We also asked about years
of experience writing Python code, as well as whether the
participant had a background in computer security.

3.3 Experimental infrastructure
For this study, we used an experimental infrastructure we de-
veloped, which is described in detail in our previous work [1,
33].

We designed the experimental infrastructure with certain
important features in mind:

• A controlled study environment that would be the
same across all participants, including having pre-
installed all needed libraries.

• The ability to capture all code typed by our partici-
pants, capture all program runs and attendant error
messages, measure time spent working on tasks, and
recognize whether or not code was copied and pasted.

• Allowing participants to skip tasks and continue on to
the remaining tasks, while providing information on
why they decided to skip the task.

To achieve these goals, the infrastructure uses Jupyter Note-
books (version 4.2.1) [19], which allow our participants to
write, run, and debug their code in the browser, without hav-
ing to download or upload anything. The code runs on our
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server, using our standardized Python environment (Python
2.7.11). This setup also allows us to frequently snapshot par-
ticipants’ progress and capture copy-paste events. To pre-
vent interference between participants, each participant was
assigned to a separate virtual machine running on Amazon’s
EC2 service. Figure 1 shows an example Notebook.

We pre-installed many popular Python libraries for access-
ing an SQLite database, dealing with string manipulation,
storing user credentials, and cryptography. Table 9 in Ap-
pendix C lists all libraries we provided. We tried to include
as many relevant libraries as possible, so that every partici-
pant could work on the tasks using their favorite libraries.

The tasks were shown one at a time, with a progress in-
dicator showing how many tasks remained. For each task,
participants were given buttons to“Run and test”their code,
and to move on using “Solved, next task” or “Not solved, but
next task.” (A ”Get unstuck” button was also provided in
case the participant accidentally sent Python into an infinite
loop or otherwise crashed the Python interpreter running in
the Notebook.) After completing (or skipping) all tasks, the
participant was redirected to the exit survey.

3.4 Exit survey
Once all tasks had been completed or abandoned, the partic-
ipants were directed to a short exit survey (cf. Appendix A).
We asked for their opinions about the tasks they had com-
pleted: Did they think they had solved them? How did
they perceive the tasks’ difficulty? Did they think their
solution was secure? We also were interested in whether
they thought about security or privacy when working on the
tasks. Finally, we wanted to know whether our participants
had worked on similar programming problems in the past.
For these task-specific questions, we used our infrastructure
to display the participant’s code for the corresponding task
for their reference. We also asked several questions about
demographic information and programming experience, to
allow us to distinguish categories of participants.

3.5 Task design
We designed tasks that were short enough so that the un-
compensated participants would be likely to complete them
before losing interest, but still complex enough to be inter-
esting and allow for some mistakes. Most importantly, we
designed the tasks to model real-world security and privacy
problems that Python developers could reasonably be ex-
pected to encounter. While these tasks of course do not
represent all possible security tasks, we think they provide
an interesting variety for analysis.

URL Shortener
We asked our participants to write code for a method that
could be part of a URL shortening service such as bit.ly 1

or Google’s URL shortener goo.gl. 2

1cf. https://bitly.com/
2cf. https://goo.gl/

URL Shortener Task

Description:
You are asked to develop code for a URL shortening
service similar to https://goo.gl/. Users of this
service will provide you URLs such as https://en.

wikipedia.org/wiki/History_of_the_Internet.
As a result your service should return a shortened
URL such as http://foo.bar/1xf2. In this task we
would like you to implement a method shortenURL

that is called for every input URL. The output of
this method is a shortened URL for the input URL.

When is the problem solved?
A shortened URL is returned. Please print the
output of the method to the console.

While this task does not directly have security implications,
we were mainly interested in whether, e.g., they used well
established approaches such as message digest or random
number generators to generate a short URL, or whether they
invented their own algorithm.

Credential Storage
We asked our participants to store login credentials, namely
a username and password, in a database backend.

Credential Storage Task

Description:
You are asked to develop a web-application backend
that stores login credentials (i.e., usernames and
passwords) for the web application’s users. In this
task, we would like you to implement a method
storeCredentials that is called for every user at
account registration. New login credentials are
appended to a local SQLite database. Assume that
the username and password are given as HTTP
POST parameters to your method. Although we
are not asking you to implement the verifyCreden-

tials method for authenticating users at this time,
assume that you will also be writing that method,
so you can choose the storage format within the
database. We have prepared a SQLite database
named “db.sqlite” containing a table “users” and five
text columns, “column1”, “column2”, “column3”,
“column4”, “column5”. You can use any or all
of these columns as needed to store users’ login
credentials; you do not have to use all columns to
solve the task.

When is the problem solved?
The credentials are stored in the database file.

This task has direct security implications: we were mainly
interested in whether participants followed security best
practices. Best practices to store user credentials in a data-
base include hashing and salting the password instead of
storing it in plaintext and using some sort of input saniti-
zation (e.g. parameterized instead of raw SQL queries) for
SQL queries to prevent SQL injection attacks.
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Figure 1: An example of the study’s task interface.

String Encryption
We asked participants to write code to encrypt and decrypt
a string.

String Encryption Task

Description:
You are asked to write code that is able to encrypt
and decrypt a string.

When is the problem solved?
The input string is encrypted and decrypted after-
wards. You should see the encrypted and decrypted
string in the console.

In this task we were mainly interested in whether partici-
pants wrote secure cryptographic code, e.g., choosing secure
algorithms, strong key sizes, and secure modes of operation.

For each task, we provided stub code and some comments
with instructions about how to work on the task. The code
stubs were intended to make the programming task as clear
as possible and to ensure that we would later easily be able
to run automated unit tests to examine functionality. The
code stubs also helped to orient participants to the tasks.

We told participants that “you are welcome to use any re-
sources you normally would” (such as documentation or pro-
gramming websites) to work on the tasks. We asked partic-
ipants to note any such resources as comments to the code,
for our reference, prompting them to do so when we detected
that they had pasted text and/or code into the Notebook.

3.6 Evaluating participant solutions
We used the code submitted by our participants for each
task, henceforth called a solution, as the basis for our anal-
ysis. We evaluated each participant’s solution to each task

for both functional correctness and security. Every task was
independently reviewed by two coders, using a content anal-
ysis approach [21] with a codebook based on our knowledge
of the tasks and best practices. Differences between the two
coders were resolved by discussion. We briefly describe the
codebook below.

Functionality. For each programming task, we assigned a
participant a functionality score of 1 if the code ran with-
out errors, passed the unit tests and completed the assigned
task, or 0 if not.

Security. We assigned security scores only to those so-
lutions which were graded as functional. To determine a
security score, we considered several different security pa-
rameters. A participant’s solution was marked secure (1)
only if their solution was acceptable for every parameter; an
error in any parameter resulted in a security score of 0.

URL Shortener
For the URL shortening task, we checked how participants
generated a short URL for a given long URL. We were
mainly interested in whether participants relied on well-
established mechanisms such as message digest algorithms
(e.g. the SHA1 or SHA2 family) or random number gen-
erators, or if they implemented their own algorithms. The
idea behind this evaluation criterion is the general recom-
mendation to rely on well-established solutions instead of
reinventing the wheel. While adhering to this best prac-
tice is advisable in software development in general, it is
particularly crucial for writing security- or privacy-relevant
code (e.g., use established implementations of cryptographic
algorithms instead of re-implementing them from scratch).
We also considered the reversibility of the short URL as a
security parameter (reversible was considered insecure). We
did not incorporate whether solutions were likely to produce
collisions (i. e. produce the same short URL for different in-
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put URLs) or the space of the URL-shortening algorithm
(i. e. how many long URLs the solution could deal with)
as security parameters: we felt that given the limited time
frame, asking for an optimal solution here was asking too
much.

Credential Storage
For the credential storage task, we split the security score in
two. One score (password storage) considered how partici-
pants stored users’ passwords. Here, we were mainly inter-
ested whether our participants followed security best prac-
tices for storing passwords. Hence, we scored the plain text
storage of a password as insecure. Additionally, applying
a simple hash algorithm such as MD5, SHA1 or SHA2 was
considered insecure, since those solutions are vulnerable to
rainbow table attacks. Secure solutions were expected to
use a salt in combination with a hash function; however, the
salt needed to be random (but not necessarily secret) for
each password to withstand rainbow table attacks. There-
fore, using the same salt for every password was considered
insecure. We also considered the correct use of HMACs [20]
and PBKDF [18] as secure.

The second security score (SQL input) considered how par-
ticipants interacted with the SQLite database we provided.
For this evaluation, we were mainly interested whether the
code was vulnerable to SQL injection attacks. We scored
code that used raw SQL queries without further input saniti-
zation as insecure, while we considered using prepared state-
ments secure.3

String Encryption
For string encryption, we checked the selected algorithm,
key size and proper source of randomness for the key ma-
terial, initialization vector and, if applicable, mode of op-
eration. For symmetric encryption, we considered ARC2,
ARC4, Blowfish, (3)DES and XOR as insecure and AES as
secure. We considered ECB as an insecure mode of oper-
ation and scored Cipher Block Chaining (CBC), Counter
Mode (CTR) and Cipher Feedback (CFB) as secure. For
symmetric key size, we considered 128 and 256 bits as se-
cure, while 64 or 32 bits were considered insecure. Static,
zero or empty initialization vectors were considered inse-
cure. For asymmetric encryption, we considered the use of
OAEP/PKCS1 for padding as secure. For asymmetric en-
cryption using RSA, we scored keys larger than or equal to
2048 bits as secure.

3.7 Limitations
As with any user study, our results should be interpreted
within the context of our limitations.

Choosing an online rather than an in-person laboratory
study allowed us less control over the study environment
and the participants’ behavior. However, it allowed us to
recruit a diverse set of developers we would not have been
able to obtain for an in-person study.

Recruiting using conventional recruitment strategies, such
as posts at university campuses, on Craigslist, in software
development forums or in particular companies would likely

3While participants could have manually sanitized their
SQL queries, we did not find a single solution that did that.

have limited the number and variety of our participants. As
a result, we limited ourselves to active GitHub users. We
believe that this resulted in a reasonably diverse sample,
but of course GitHub users are not necessarily representa-
tive of developers more broadly, and in particular students
and professionals who are active on GitHub may not be rep-
resentative of students and professionals overall. The small
response rate compared to the large number of developers in-
vited also suggests a strong opt-in bias. Comparing the set of
invited GitHub users to the valid participants suggests that
more active GitHub users were more likely to participate,
potentially widening this gap. As a result, our results may
not generalize beyond the GitHub sample. However, all the
above limitations apply equally across different properties of
our participants, suggesting that comparisons between the
groups are valid.

Because we could not rely on a general recruitment service
such as Amazon’s Mechanical Turk, managing online pay-
ment to developers would have been very challenging; fur-
ther, we would not have been able to pay at an hourly rate
commensurate with typical developer salaries. As a result,
we did not offer our participants compensation, instead ask-
ing them to generously donate their time for our research.

We took great care to email each potential participant only
once, to provide an option for an email address to opt out
of receiving any future communication from us, and to re-
spond promptly to comments, questions, or complaints from
potential participants. Nonetheless, we did receive a small
number of complaints from people who were upset about
receiving unsolicited email.4

Some participants may not provide full effort or many an-
swer haphazardly; this is a particular risk of all online stud-
ies. Because we did not offer any compensation, we ex-
pect that few participants would be motivated to attempt
to “cheat” the study rather than simply dropping out if they
were uninterested or did not have time to participate fully.
We screened all results and attempted to remove any obvi-
ously low-quality results (e.g., those where the participant
wrote negative comments in lieu of real code) before analy-
sis, but cannot discriminate with perfect accuracy. Further,
our infrastructure based on Jupyter Notebooks allowed us
to control, to an extent, the environment used by partic-
ipants; however, some participants might have performed
better had we allowed them to use the tools and environ-
ments they typically prefer. However, these limitations are
also expected to apply across all participants.

4. STUDY RESULTS
We were primarily interested in comparing the performances
of different categories of participants in terms of functional
and secure solutions. Overall, we found that students and
professionals report differences in experience (as might be
expected), but we did not find significant differences between
them in terms of solving our tasks functionally or securely.

4.1 Statistical Testing
In the following subsections, we analyze our results using
regression models as well as non-parametric statistical test-
ing. For non-regression tests, we primarily use the Mann-
Whitney-U test (MWU) to compare two groups with nu-

4Overall, we received 13 complaints.

86    Thirteenth Symposium on Usable Privacy and Security USENIX Association



meric outcomes, and X2 tests of independence to compare
categorical outcomes. When expected values per field are
too small, we use Fisher’s exact test instead of X2.

Here, we explain the regression models in more detail. The
results we are interested in have binary outcomes; therefore,
we use logistic regression models to analyze those results.
the consideration whether an insecure task counts as danger-
ous, i.e. whether it is functional, insecure and the program-
mer thinks it is secure, is also binary and therefore analyzed
analogously. As we consider results on a per-task basis, we
use a mixed model with a random intercept; this accounts
for multiple measures per participant. For the regression
analyses, we select among a set of candidate models with
respect to the Akaike Information Criterion (AIC) [6]. All
candidate models include which task is being considered, as
well as the random intercept, along with combinations of op-
tional factors including years of Python experience, student
and professional status, whether or not the participant re-
ported having a security background, and interaction effects
among these various factors. These factors are summarized
in Table 1. For all regressions, we selected as final the model
with the lowest AIC.

The regression outcomes are reported in tables; each row
measures change in the dependent variable (functionality,
security, or security perception) related to changing from the
baseline value for a given factor to a different value for the
same factor (e.g., changing from the encryption task to the
URL shortening task). The regressions output odds ratios
(O.R.) that report on change in likelihood of the targeted
outcome. By construction, O.R.=1 for baseline values. For
example, Table 2 indicates that the URL shortening task
was 0.45× as likely to be functional as the baseline string
encryption task. In each row, we also report a 95% confi-
dence interval (C.I.) and a p-value; statistical significance is
assumed for p≤.05, which we indicate with an asterisk (*).
For both regressions, we set the encryption task to be the
baseline, as it was used similarly in previous work [1].

4.2 Participants
We sent 23,661 email invitations in total. Of these, 3,890
(16.4%) bounced and another 447 (1.9%) invitees requested
to be removed from our list, a request we honored. 16 in-
vitees tried to reach the study but failed due to technical
problems in our infrastructure, either because of a large-
scale Amazon outage5 during collection or because our AWS
pool was exhausted during times of high demand.

A total of 825 people agreed to our consent form; 93 (11.3%)
dropped out without taking any action, we assume because
the study seemed too time-consuming. The remaining 732
participants clicked on the begin button after a short intro-
duction; of these, 440 (60.1%) completed at least one task
and 360 of those (81.8%) proceeded to the exit survey. A to-
tal of 315 participants completed all programming tasks and
the exit survey. We excluded eight for providing obviously
invalid results. From now on, unless otherwise specified, we
report results for the remaining 307 valid participants, who
completed all tasks and the exit survey.

5Some participants were affected by this Amazon EC2
outage: https://www.recode.net/2017/3/2/14792636/
amazon-aws-internet-outage-cause-human-error-
incorrect-command.

We classified these 307 participants into students and profes-
sionals according to their self-reported data. If a participant
reported that they work at a job that mainly requires writing
code, we classified them as a professional. If a participant
reported being an undergraduate or graduate student, we
classified them as a student. It was possible to be classi-
fied as either only a professional, only a student, both, or
neither. The 307 valid participants includes 254 total pro-
fessionals, 25 undergraduates, and 49 graduate students. 53
participants were both students and professionals; 32 par-
ticipants were neither students nor developers. Due to the
small sample size, we treated undergraduates and graduate
students as one group for further analysis.

The 307 valid participants reported ages between 18 and 81
years (mean: 31.6; sd: 7.7) [Student: 19-37, mean: 25.3,
sd: 5.2 - Professional: 18-54, mean: 32.9, sd: 6.7], and most
of them reported being male (296 - Student: 21 - Profes-
sional 194). All but one of our participants (306) had been
programming in general for more than two years and 277
(Student: 18, Professional: 186) had been programming in
Python for more than two years. The majority (288 - Stu-
dent: 20, Professional: 188) said they had no IT-security
background nor had taken any security classes.

We compared students to non-students and professionals
to non-professionals for security background and years of
Python experience. (We compared them separately because
some participants are both students and professionals, or are
neither.) In both cases, there was no difference in security
background (due to small cell counts, we used Fisher’s exact
test; both with p ≈ 1). Professionals had significantly more
experience in Python than non-professionals, with a median
7 years of experience compared to 5 (MWU, W = 5040,
p = 0.004). Students reported significantly less experience
than non-students, with median 5 years compared to 7 years
(MWU, W = 10963, p < 0.001).

The people we invited represent a random sample of GitHub
users — however, our participants are a small, self-selected
subset of those. We were able to retrieve metadata for 192
participants; for the remainder, GitHub returned a 404 er-
ror, which most likely means that the account was deleted
or set to private after the commit we crawled was pushed to
GitHub. We compare these 192 participants to the 12117 in-
vited participants for whom we were able to obtain GitHub
metadata.

Figure 2 illustrates GitHub statistics for all groups (for more
detail, see Table 8 in the Appendix). Our participants are
slightly more active than the average GitHub user: They
have a median of 3 public gists compared to 2 for invited
GitHub committers (MWU, W = 1045300, p = 0.01305);
they have a median of 28 public repositories compared to 21
for invited participants (MWU, W = 1001200, p < 0.001);
they all follow a median of 3 committers (MWU, W =
1142100, p = 0.66); and they are followed by a similar num-
ber of committers (10 for participants, 11 for invited; MWU,
W = 1146100, p = 0.73).

4.3 Functionality
We evaluated the functionality of the code our participants
wrote while working on the programming tasks. Figure 3
illustrates the distribution of functionally correct solutions
between tasks and across professional developers and uni-

USENIX Association Thirteenth Symposium on Usable Privacy and Security    87

https://www.recode.net/2017/3/2/14792636/amazon-aws-internet-outage-cause-human-error-incorrect-command
https://www.recode.net/2017/3/2/14792636/amazon-aws-internet-outage-cause-human-error-incorrect-command
https://www.recode.net/2017/3/2/14792636/amazon-aws-internet-outage-cause-human-error-incorrect-command


Figure 2: Boxplots comparing our invited partici-
pants (a random sample from GitHub) with those
who provided valid participation. The center line
indicates the median; the boxes indicate the first
and third quartiles. The whiskers extend to ±1.5
times the interquartile range. Outliers greater than
150 were truncated for space.

versity students. Overall, professionals got 720 of 804 tasks
correct (89.6%), while students got 71 of 84 correct (84.5%);
participants who were both students and professionals got
181 of 212 (85.4%) correct, while participants who were nei-
ther succeeded in 114 of 128 (89.1%) cases.

Table 2 shows the results of the regression model for func-
tionality. The final model does not include developer or stu-
dent status, security background, or any interaction effects,
suggesting that these factors are not important predictors of
functional success. Python experience, on the other hand,
did produce a statistically significant effect: each additional
year of experience corresponds to on average a 10% increase
in likelihood of a correct solution. Comparing tasks, the
password storage task proved most difficult: participants
were only 0.45× as likely to complete it as to complete the
baseline string encryption task. Results for the URL short-
ening task were comparable to the baseline.

To assess the fit of our regression model, we use Nagelk-
erke’s method [26] to compute a pseudo-R2 value, somewhat
analogous to the standard coefficient of determination com-
monly used with ordinary linear regression. We find that,
relative to a null model that includes only the random (per-
participant) effect, our model produces a pseudo-R2 of 0.07;
this is not a particularly strong fit, reflecting the fact that
there are potentially many unmeasured covariates, such as
the specifics of a participant’s prior programming experience
and education.

4.4 Security
We evaluated the security of the code based on the codebook
described in Section 3.6. In this section, we talk about four
tasks instead of three, as the credentials storage task had
two security relevant components that we account for indi-
vidually: secure password digest and SQL input validation
(see Section 3.6 for details).

Figure 4 illustrates the distribution of secure solutions be-
tween tasks and across professional developers vs. university
students. Altogether, professionals got 493 of 720 tasks cor-

Figure 3: Functionality results per task, split by stu-
dents vs. professional developers.

Figure 4: Security results per task, split by students
vs. professional developers.

rect (68.5%), while students got 48 of 71 correct (67.6%);
participants who were both students and professionals got
119 of 181 (65.7%) correct, while participants who were nei-
ther succeeded in 77 of 114 (67.5%) cases.

Table 3 lists the results of the final security regression model.
This model had Nagelkerke pseudo-R2 of 0.183, which is a
fairly strong fit for an uncontrolled experiment with poten-
tial unmeasured factors.

As with the functionality results, none of developer sta-
tus, student status, security background, nor any interac-
tions, appear in the final model. This again suggests that
these factors do not meaningfully predict security success.
As before, more Python experience is associated with more
success: this time, each year of additional experience adds
about 5% to the likelihood of a secure solution. Comparing
tasks, string encryption proved significantly more difficult
to complete securely than any other task. Password storage
was associated with about 2× higher likelihood of success.
Both these tasks were significantly harder than SQL input
validation and URL shortening. (The non-overlapping confi-
dence intervals indicate significant difference from password
storage as well as from the baseline string encryption task).
SQL input validation and URL shortening were each about
8× easier to secure than string encryption.

4.4.1 Security Perception
We asked participants, for each task, whether they believed
their result was secure. In this section, we analyze the in-
cidence of what we call dangerous solutions: solutions that
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Factor Description Baseline

Required

Task The performed tasks String encryption

Participant Random effect accounting for repeated measures n/a

Optional

Python experience Python programming experience in years, self-reported. n/a

Security background True or false, self-reported. False

Developer True or false, self-reported. False

Student True or false, self-reported. False

Python experience × task False:String encryption

Python experience × developer False:False

Python experience × student False:False

Developer × task False:String encryption

Student × task False:String encryption

Table 1: Factors used in regression models. Categorical factors are individually compared to the baseline.
Final models were selected by minimum AIC; candidates were defined using all possible combinations of
optional factors, with the required factors included in every candidate.

Factor O.R. C.I. p-value

URL shortener 0.45 [0.22, 0.89] 0.022*
Credentials storage 0.22 [0.11, 0.42] <0.001*
Python experience 1.10 [1.02, 1.19] 0.014*

Table 2: Results of the final logistic regression model
examining functionality of tasks for participants.
Odds ratios (O.R.) indicate relative likelihood of
succeeding. Statistically significant factors indicated
with *. See Table 1 for further details.

Factor O.R. C.I. p-value

URL shortener 8.03 [5.14, 12.53] <0.001*
Password storage 2.34 [1.6, 3.43] <0.001*
SQL input 7.69 [4.89, 12.09] <0.001*
Python experience 1.05 [1.01, 1.1] 0.020*

Table 3: Results of the final logistic regression model
examining security of tasks for participants. Odds
ratios (O.R.) indicate relative likelihood of succeed-
ing. Statistically significant factors indicated with
*. See Table 1 for further details.

are functionally correct and where the participant believes
the result is secure, but our analysis indicates that it is not.
In a sense, this represents a worst-case scenario, where a de-
veloper may confidently release insecure code unwittingly.

Table 4 details how perceptions of security connect to eval-
uated security. Across tasks, 154 of 1228 (12.5%) solutions
were classified as dangerous; happily, dangerous solutions
were least common of the four classes, but this rate is still
higher than we might hope.

Table 5 reports on a regression model with whether or not
a solution is classified as dangerous as the binary outcome.
The final model contains no optional factors at all. This indi-
cates that none of Python experience, security background,
professional status, or student status is a good predictor of
a dangerous outcome. Indeed, the Nagelkerke pseudo-R2

for this model is only 0.049, which reflects that we did not
measure important additional factors.

Our regression model suggests that string encryption, which
was most difficult to secure, was (unsurprisingly) also as-
sociated with significantly higher likelihood of dangerous
solutions than the SQL input and URL shortening tasks.
Encryption, however, was comparable to password digests,
which also have a cryptographic component. In a prior ex-
periment, we found that about 20% of cryptographic tasks
fell into this dangerous category [2].

4.4.2 Investigating Security Errors
We also examined patterns in the types of security errors
made by our participants across tasks. Note that these pat-
terns reflect only functional but insecure solutions. In all
cases, the same solution may have more than one security
error, so percentages generally total to more than 100%.

URL Shortening
First, we consider the URL shortening task. The most com-
mon security error (11 cases, 23.0%) was participants who
implemented their URL shortening feature using an algo-
rithm that allows an attacker to easily predict the long URL
for a given short URL. An example is the use of Base 64
to derive a “short” URL from a given long URL. Although
we did not consider keyspace as a security parameter, we
briefly review the keyspace generated by participants with
functional solutions to this task. 104 participants (37.4%)
selected a shortening approach with an unlimited keyspace.
The remaining 174 solutions had an average keyspace of 74.1
bits (median 48, standard deviation 6.1). The average for
professionals (82.0 bits, median 48) was higher than for stu-
dents (62.5 bits, median 48), participants who were both
students and professionals (58.5 bits, median 36) and par-
ticipants who were neither (60.6 bits, median 36).

Password Storage
Next, we consider insecure password storage. Here the most
common error was hashing the password without using a
proper salt, leaving the stored password vulnerable to
rainbow-table attacks (74 cases, 77.1%). The second most
common error was storing the plain password (45 cases,
46.9%). A total of 19 (19.8%) participants used a static salt
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Category Encry
ptio

n

Passw
ord

Storage

URL
sh

orte
ner

SQL
input

Total

Dangerous (Perception Secure & Scoring Insecure) 41 (13.4%) 57 (18.6%) 17 (5.5%) 39 (12.7%) 154
Harmless Misperception (Perception Insecure & Scoring Secure) 49 (16.0%) 31 (10.1%) 156 (50.8%) 64 (20.8%) 300
True Positives (Perception Secure & Scoring Secure) 82 (26.7%) 131 (42.7%) 75 (24.4%) 149 (48.5%) 437
True Negatives (Perception Insecure & Scoring Insecure) 135 (44.0%) 88 (28.7%) 59 (19.2%) 55 (17.9%) 337

Table 4: Detailed distribution of perceived and actual security within functional solutions, broken out per task.
Percentages are as a function of each task; for example, 13.4% of all encryption solutions were categorized as
dangerous.

Factor O.R. C.I. p.value

URL shortener 0.25 [0.12, 0.52] <0.001*
Password storage 1.16 [0.7, 1.93] 0.565
SQL input 0.53 [0.29, 0.97] 0.038*

Table 5: Results of the final logistic regression model
examining perceived security and actual security.
Odds ratios (O.R.) indicate relative likelihood of be-
ing insecure. Statistically significant factors indi-
cated with *. See Table 1 for further details.

instead of a random salt. Seven (7.3%) participants used
MD5, while six (6.3%) used SHA-1 family hashes. Instead
of using a one way hash function, four (4.2%) used encryp-
tion to secure the password. This is highly discouraged,
since an attacker who can gain access to the decryption key
is able to recover plain text passwords. These results are
detailed in Table 6.

SQL Query
For the SQL query task, 44 (97.8%) of the participants used
raw SQL queries instead of prepared statements, leaving
their implementation vulnerable to SQL injection attacks.
Interestingly, no participant tried to implement their own
SQL query sanitization solution.

Encryption
For the string encryption task, one important decision par-
ticipants made was the choice of cryptographic library (cf.
Table 9 for the libraries that came pre-installed). 118 (40.4%
of all functional solutions) of the participants used a cryp-
tographic library that was designed with usability in mind,
which reduces the necessity to select (and potential make an
error with) parameters like algorithm, mode of operation,
key size, initialization vector, and padding scheme (cryptog-
raphy.io: 103, PyNacl: 15, PySodium: 1). 93 participants
(31.8% of all functional solutions) chose a more conventional
library (PyCrypto: 93), and 73 (25.0% of all functional so-
lutions) used no third-party library at all.

Overall, 15 (12.7%) of participants who applied a usable
library made a security error, while 49 (52.7%) of the par-
ticipants who used a conventional library made a security
error. All participants but one who used usable libraries
used secure algorithms, modes of operation, and key sizes;
the other 14 who made an error used a static initialization
vector. Users of conventional cryptographic libraries mostly
used a static initialization vector (31 cases, 63.3% of error

1 def encrypt ( pla inText ) :
2 return ’ ’ . j o i n ( [ chr (ord ( c ) + n % 5) for

n , c in enumerate( p la inText ) ] )
3

4 def decrypt ( c ipherText ) :
5 return ’ ’ . j o i n ( [ chr (ord ( c ) − n % 5) for

n , c in enumerate( c ipherText ) ] )
6

7 str ingToEncrypt = ”ThisIsAnExample ”
8 encryptedStr ing = encrypt ( str ingToEncrypt )
9 print encryptedStr ing

10 decryptedStr ing = decrypt ( encryptedStr ing )
11 print decryptedStr ing

Listing 1: Substitution cipher solution as written by
a professional developer participant.

cases), used an insecure mode of operation (11, 22.4% of er-
ror cases), or chose an insecure algorithm (7, 14.3% of error
cases). These results indicate that usable libraries do reduce
errors, and they are in line with the errors we identified in a
prior experiment [1]. These results are detailed in Table 7.

Among participants who did not apply cryptography effec-
tively, 20 used Base64 to encode their plaintext instead of
encrypting it, and 43 implemented a very basic substitution
cipher like Rot13. An example is shown in Listing 1.

5. DISCUSSION AND CONCLUSIONS
In our online quasi-experiment with 307 GitHub partici-
pants, we measured functionality and security outcomes
across Python programming tasks. We came into the exper-
iment hypothesizing that whether or not a participant wrote
code professionally or as a student would impact at least the
functional correctness of their code. However, we found that
neither student nor professional status (self-reported) was a
significant factor for functionality, security, or security per-
ception. We were also surprised to learn that self-reported
security background was equally unimportant. (Note that
only small numbers of participants reported that they were
exclusively students or that they had a security background,
which may affect these results).

We did, however, find a significant effect for Python experi-
ence: Each year of experience corresponded to 10% more
likelihood of getting a functional result and a 5% better
chance of getting a secure result. Differences in experience
across students and professionals were significant: Students
reported a median of 5 years of experience, compared to 7
for professionals. (On the other hand, experience did not
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Plain password MD5 hash SHA1 hash No salt Static salt Raw SQL Not stored

Professionals 24 (14.0%) 3 (1.7%) 4 (2.3%) 40 (23.3%) 15 (8.7%) 29 (16.9%) 1 (0.6%)
Student 4 (25.0%) 0 (0.0%) 0 (0.0%) 6 (37.5%) 1 (6.2%) 3 (18.8%) 0 (0.0%)
Both 8 (19.5%) 2 (4.9%) 2 (4.9%) 14 (34.1%) 2 (4.9%) 8 (19.5%) 0 (0.0%)
Neither 9 (31.0%) 2 (6.9%) 0 (0.0%) 14 (48.3%) 1 (3.4%) 4 (13.8%) 0 (0.0%)
Total 45 (17.4%) 7 (2.7%) 6 (2.3%) 74 (28.7%) 19 (7.4%) 44 (17.1%) 1 (0.4%)

Table 6: Types of security errors found in functional solutions (and their percentages) by professional,
student, both or neither for the password storage task. See Subsection 3.5 for task details and Subsection 3.6
for codebook details.

Library Used Weak Algo Weak Mode Static IV

Professionals
No library 44 (22.8%) 42 (21.8%) 0 (0.0%) 0 (0.0%)
cryptography.io 71 (36.8%) 0 (0.0%) 0 (0.0%) 10 (5.2%)
pyCrypto 65 (33.7%) 5 (2.6%) 9 (4.7%) 23 (11.9%)
PyNaCl 10 (5.2%) 0 (0.0%) 0 (0.0%) 1 (0.5%)
Other 3 (1.6%) 3 (1.6%) 0 (0.0%) 0 (0.0%)

Student
No library 8 (42.1%) 8 (42.1%) 0 (0.0%) 0 (0.0%)
cryptography.io 5 (26.3%) 0 (0.0%) 0 (0.0%) 0 (0.0%)
pyCrypto 6 (31.6%) 1 (5.3%) 0 (0.0%) 1 (5.3%)

Both
No library 17 (33.3%) 17 (33.3%) 0 (0.0%) 0 (0.0%)
cryptography.io 16 (31.4%) 0 (0.0%) 0 (0.0%) 3 (5.9%)
pyCrypto 15 (29.4%) 1 (2.0%) 2 (3.9%) 5 (9.8%)
PyNaCl 1 (2.0%) 0 (0.0%) 0 (0.0%) 0 (0.0%)
pySodium 1 (2.0%) 1 (2.0%) 0 (0.0%) 0 (0.0%)
Other 1 (2.0%) 1 (2.0%) 0 (0.0%) 0 (0.0%)

Neither
No library 6 (20.7%) 6 (20.7%) 0 (0.0%) 0 (0.0%)
cryptography.io 11 (37.9%) 0 (0.0%) 0 (0.0%) 0 (0.0%)
pyCrypto 7 (24.1%) 0 (0.0%) 0 (0.0%) 2 (6.9%)
PyNaCl 4 (13.8%) 0 (0.0%) 0 (0.0%) 0 (0.0%)
Other 1 (3.4%) 1 (3.4%) 0 (0.0%) 0 (0.0%)

Total
No library 75 (25.7%) 73 (25.0%) 0 (0.0%) 0 (0.0%)
cryptography.io 103 (35.3%) 0 (0.0%) 0 (0.0%) 13 (4.5%)
pyCrypto 93 (31.8%) 7 (2.4%) 11 (3.8%) 31 (10.6%)
PyNaCl 15 (5.1%) 0 (0.0%) 0 (0.0%) 1 (0.3%)
pySodium 1 (0.3%) 1 (0.3%) 0 (0.0%) 0 (0.0%)
Other 5 (1.7%) 5 (1.7%) 0 (0.0%) 0 (0.0%)

Table 7: Types of security errors found in functional solutions (and their percentages) by professional, student,
both or neither for the string encryption task. Participant categories are subdivided by the cryptographic
library they opted to use. See Subsection 3.5 for task details and Subsection 3.6 for codebook details.

appear to matter for security perception.) This accords well
with previous results within the empirical software engineer-
ing community (cf. Section 2), which suggest that student
and professional developer participants’ expertise should be
similar to produce similar results. While expertise with
Python in our study differs significantly between students
and professional developers, their security and privacy ex-
pertise is similar (in both cases quite low). At least within
GitHub then, it seems that students and professionals can
be equally useful for studying usable security and privacy
problems, particularly if overall experience is controlled for.

In addition to the small sample size, we speculate that the
very similar results across students and professional devel-
opers can be accounted for in part because writing security-
related code is not something the average software devel-
oper deals with on a regular basis, nor is security education
a strong focus at many universities teaching computer sci-
ence. We hypothesize, therefore, that overall these results

— experience matters somewhat, but professional status on
its own does not — would continue to hold for student and
professional populations recruited more traditionally, at lo-
cal universities and via professional networks. We suspect,
however, that typically local university students may have
less experience than students recruited from GitHub. Fur-
ther research is needed to validate these hypotheses.

We found the recruitment strategy of emailing GitHub de-
velopers to be convenient in many ways: We were able to
recruit many experienced professionals quickly and at a low
cost. In addition, many participants expressed to us how
much they enjoyed the challenge of our tasks and the op-
portunity to contribute to our research. However, it does
have important drawbacks: we received complaints about
unsolicited email from 13 invited GitHub committers and
were generally subject to a small opt-in rate. We also found
that our participants were slightly more active and therefore
not quite representative of the GitHub population; represen-
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tativeness for professionals (or students) in general is con-
siderably less likely. Overall, the practice of sending unso-
licited emails was not ideal, and is unlikely to be sustainable
over many future studies. Instead, we plan in the future to
develop a GitHub application that would allow developers
who are interested in contributing to research to opt in to
study recruitment requests, which would benefit both these
developers and the research community.

6. ACKNOWLEDGEMENTS
The authors would like to thank Mary Theofanos and the
anonymous reviewers for providing feedback; Rob Reeder
for shepherding the paper and guiding us in a substantial
change of direction; Andrea Dragan and Anne Andrews for
help managing multi-institution ethics approvals; Simson
Garfinkel and Doowon Kim for contributing to the study
infrastructure; and all of our participants for their contribu-
tions. This work was supported in part by the German Min-
istry for Education and Research (BMBF) through funding
for the Center for IT-Security, Privacy and Accountability
(CISPA), and by the U.S. Department of Commerce, Na-
tional Institute for Standards and Technology, under Coop-
erative Agreement 70NANB15H330.

7. REFERENCES
[1] Y. Acar, M. Backes, S. Fahl, S. Garfinkel, D. Kim,

M. L. Mazurek, and C. Stransky. Comparing the
Usability of Cryptographic APIs. In Proc. 38th IEEE
Symposium on Security and Privacy (SP’17). IEEE,
2017.

[2] Y. Acar, M. Backes, S. Fahl, D. Kim, M. L. Mazurek,
and C. Stransky. You Get Where You’re Looking For:
The Impact of Information Sources on Code Security.
In Proc. 37th IEEE Symposium on Security and
Privacy (SP’16). IEEE, 2016.

[3] R. Balebako, A. Marsh, J. Lin, and J. Hong. The
Privacy and Security Behaviors of Smartphone App
Developers. In Proc. Workshop on Usable Security
(USEC’14). The Internet Society, 2014.

[4] T. Barik, J. Smith, K. Lubick, E. Holmes, J. Feng,
E. Murphy-Hill, and C. Parnin. Do Developers Read
Compiler Error Messages? In Proc. 39th IEEE
International Conference on Software Engineering
(ICSE’17). IEEE, 2017.

[5] C. Bravo-Lillo, S. Komanduri, L. F. Cranor, R. W.
Reeder, M. Sleeper, J. Downs, and S. Schechter. Your
Attention Please: Designing Security-decision UIs to
Make Genuine Risks Harder to Ignore. In Proc. 9th
Symposium on Usable Privacy and Security
(SOUPS’13). USENIX Association, 2013.

[6] K. P. Burnham. Multimodel Inference: Understanding
AIC and BIC in Model Selection. Sociological Methods
& Research, 33(2):261–304, 2004.

[7] J. Carver, L. Jaccheri, S. Morasca, and F. Shull. Issues
in using students in empirical studies in software
engineering education. In Proc. 5th International
Workshop on Enterprise Networking and Computing
in Healthcare Industry (Healthcom’03). IEEE, 2003.

[8] S. Fahl, M. Harbach, T. Muders, M. Smith, and
U. Sander. Helping Johnny 2.0 to encrypt his
Facebook conversations. In Proc. 8th Symposium on
Usable Privacy and Security (SOUPS’12). USENIX
Association, 2012.

[9] S. Fahl, M. Harbach, H. Perl, M. Koetter, and
M. Smith. Rethinking SSL Development in an
Appified World. In Proc. 20th ACM Conference on
Computer and Communication Security (CCS’13).
ACM, 2013.

[10] F. Fischer, K. Böttinger, H. Xiao, C. Stransky,
Y. Acar, M. Backes, and S. Fahl. Stack Overflow
Considered Harmful? The Impact of Copy&Paste on
Android Application Security. In Proc. 38th IEEE
Symposium on Security and Privacy (SP’17). IEEE,
2017.

[11] GitHub Archive, Nov. 2 2016. visited.

[12] GitHut: A Small Place to discover languages in
github, Nov. 2 2016. visited.

[13] M. Harbach, M. Hettig, S. Weber, and M. Smith.
Using Personal Examples to Improve Risk
Communication for Security and Privacy Decisions. In
Proc. SIGCHI Conference on Human Factors in
Computing Systems (CHI’14). ACM, 2014.
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APPENDIX
A. EXIT SURVEY QUESTIONS
Task-specific questions: Each task has these ques-
tions
On a five-point scale, how much do you agree with the fol-
lowing statements: [strongly agree, agree, neither agree nor
disagree, disagree, strongly disagree]

• The task was difficult. (for each task)

• I am confident my solution is correct. (for each task)

• I am confident my solution is secure. (for each task)

What makes this solution either secure or insecure? (free
text per task)

When you performed the task, were you thinking about se-
curity or privacy? (for each task)

• yes, a lot

• yes, a little

• no

What specifically? (For each task) [free text]

Have you written similar code or come across similar prob-
lems in the past? (For each task).

• yes

• sort of

• no

Tell us about it. When was it and what did you do; did you
do something differently? [free text]

Demographics and past experience

Check all that apply: Have you ever taken a computer se-
curity class?

• at an undergraduate level

• at a graduate level

• via online learning

• via professional training
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• another way [specify]

• no, but I took a class that had security as one major
component or module

• no

How many computer security classes total have you taken?
[input a number]

When did you last take a computer security class? [input a
year]

Check all that apply: Do you have experience working in
computer security or privacy outside of school?

• Professionally (you got paid to do it)

• As a hobby

• No

• Other [specify]

Check all that apply: Have you ever taken a Python pro-
gramming class?

• at an undergraduate level

• at a graduate level

• via online learning

• via professional training

• another way [specify]

• no, but I took a class that had Python as one major
component or module

• no

How many total Python classes have you taken? [input a
number]

When did you last take a Python class [input a year]

Do you have experience programming in Python outside of
school?

• Professionally (you got paid to do it)

• As a hobby

• No

• Other [specify]

For how many years have you been programming in Python?
[number]

How many Python projects have you worked on in the past?
[number]

When did you last work on a Python project? [year]

For how many years have you been programming in general
(not just in Python)? [number]

How did you primarily learn to program? (Choose one)

• Self-taught

• In a university / as part of a degree

• In an online learning program

• In a professional certification program

• On the job

• Other [specify]

What is your gender?

• Male

• Female

• Other

• Prefer not to answer

What is your age? [number]

Are you currently a student?

• Undergraduate

• Graduate

• Professional certification program

• Other [specify]

• Not a student

Are you currently employed at a job where programming is
a critical part of your job responsibility? [yes/no]

What country did you (primarily) grow up in? [list of coun-
tries]

What is your native language (mother tongue)? [list of lan-
guages]

B. GITHUB DEMOGRAPHICS
Table 8 compares demographics for invited users vs. partic-
ipants.

C. INSTALLED PYTHON LIBRARIES
Table 9 lists the Python libraries we pre-installed in the
study infrastructure.
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Invited Valid - Pros Valid - Students Valid - Both Valid - Neither

Hireable 20.5% 19.4% 40.0% 30.6% 23.5%
Company listed 39.4% 43.4% 30.0% 38.9% 17.6%
URL to blog 48.0% 47.3% 40.0% 63.9% 58.8%
Biography added 14.1% 21.7% 20.0% 16.7% 29.4%
Location provided 62.0% 69.8% 50.0% 69.4% 29.4%

GitHub profile creation (days ago, median) 2158 2148 1712 2101 2191
GitHub profile last update (days ago, median) 22 20 23 18 14

Minimal/Maximal age — 18 / 54 19 / 37 19 / 43 24 / 81
Average age (Std) — 32.9 (6.7) 25.3 (5.2) 27.5 (4.7) 35.2 (12.7)
More than 2 years programming experience — 99.5% 100.0% 100.0% 100.0%
More than 2 years Python experience — 92.5% 85.7% 81.2% 88.7%
Security background — 6.5% 4.8% 5.7% 6.2%
Male/Female1 — 96.5% / 1.5% 100.0% / 0.0% 94.3% / 5.7% 96.9% / 0.0%

1 the remainder either answered ”other” or prefer not to disclose their gender.

Table 8: GitHub demographics for invited users vs. our valid participants.

Library Version

apsw 3.8.11.1.post1
backports-abc 0.5
backports.shutil-get-terminal-size 1.0.0
bcrypt 2.0.0
blinker 1.3
certifi 2016.9.26
cffi 1.9.1
chardet 2.3.0
configparser 3.5.0
cryptography 1.2.3
cryptography-vectors 1.2.3
decorator 4.0.10
ecdsa 0.13
entrypoints 0.2.2
enum34 1.1.6
file-encryptor 0.2.9
Flask 0.10.1
flufl.password 1.3
functools32 3.2.3.post2
idna 2.0
ipaddress 1.0.16
ipykernel 4.5.2
ipython 5.1.0
ipython-genutils 0.1.0
ipywidgets 5.2.2
itsdangerous 0.24
Jinja2 2.8
jsonschema 2.5.1
jupyter 1.0.0
jupyter-client 4.4.0
jupyter-console 5.0.0
jupyter-core 4.2.0
M2Crypto 0.22.6rc4
m2ext 0.1
macaron 0.3.1
MarkupSafe 0.23
mistune 0.7.3
nbconvert 4.2.0
nbformat 4.1.0

Library Version

ndg-httpsclient 0.4.0
notebook 4.2.3
passlib 1.6.5
pathlib2 2.1.0
pexpect 4.2.1
pickleshare 0.7.4
prompt-toolkit 1.0.9
ptyprocess 0.5.1
pyasn1 0.1.9
pycparser 2.17
pycrypto 2.6.1
pycryptopp 0.6.0.12...
Pygments 2.1.3
pyinotify 0.9.6
PyNaCl 1.0.1
pyOpenSSL 0.15.1
pysodium 0.6.9.1
pysqlite 2.7.0
python-geohash 0.8.3
python-keyczar 0.715
python-mhash 1.4
pyzmq 16.0.2
qtconsole 4.2.1
requests 2.9.1
simplegeneric 0.8.1
singledispatch 3.4.0.3
six 1.10.0
smbpasswd 1.0.1
ssdeep 3.1
terminado 0.6
tlsh 0.2.0
tornado 4.4.2
traitlets 4.3.1
typing 3.5.3.0
urllib3 1.13.1
wcwidth 0.1.7
Werkzeug 0.10.4
widgetsnbextension 1.2.6
withsqlite 0.1

Table 9: Pre-installed libraries.
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ABSTRACT
Emerging digital financial services use mobile phones
to provide access to populations traditionally excluded
from the global economy. These “mobile money” ser-
vices have proven extremely successful in their first ten
years of deployment, and provide a powerful means of
raising people out of poverty. Such services have ac-
cess to a wealth of customer information, potentially
including entire purchase histories, geolocation, and so-
cial network information. In this paper, we perform the
first study of privacy policies in mobile money services,
evaluating policies from 54 services and comparing them
to 50 policies from traditional financial institutions. Be-
cause mobile money services are developed under a wide
range of regulatory environments, we compare policies
to the industry standard (the GSMA’s Mobile Privacy
Principles) and to a traditional national standard (the
FDIC’s Privacy Rule Handbook). Our analysis shows
that almost half (44%) of these mobile money services
do not have any privacy policy whatsoever. Of the ser-
vices that do have privacy policies, roughly one-third
(33%) fail to provide them in either of the two most
common languages of their market. Furthermore, 50%
of these policies do not ever identify to the user what
data is actually being collected and stored. Finally, we
find that where policies do exist, they are often incom-
plete and difficult to read by their target customers.
These findings show that more work is needed to protect
consumer privacy within these mobile money services.

1. INTRODUCTION
Cashless systems underpin our modern economy and the
developed world now relies heavily on a massive digital
infrastructure capable of moving money across the globe
without delay. However, many parts of the world re-
main unable to easily access these traditional financial

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
Symposium on Usable Privacy and Security (SOUPS) 2017, July 12–14,
2017, Santa Clara, California.

networks, often limiting economic expansion and bur-
dening the majority of people around the world with the
physical risks and challenges associated with managing
currency (e.g., theft, difficulty performing transactions,
etc).

“Mobile money” services attempt to address this prob-
lem by making phones into payment platforms. Two
arbitrary parties, whether in person or at a great dis-
tance, can easily transfer money between each other
instantaneously. Technologically, this is implemented
by various means: built-in “apps” for feature phones,
simple text messages exchanged with the mobile money
system, and in some limited cases smart phone apps.
While conceptually simple, this technology has proven
transformative. First, citizens incapable of visiting tra-
ditional banking services or maintaining relatively high
minimum balances can participate in such services and
pay only minimal transaction fees. Second, because vir-
tually anyone with a phone can participate, it is sim-
ple for nearly every person and vendor in a country
to be enrolled in the service. Finally, many such ser-
vices are using information gathered on transactions to
generate non-traditional creditworthiness measurements
and insurance profiles, further enabling those in devel-
oping economies to gain access to investments that have
proven essential for raising people out of poverty [39].

The implications of collecting and managing customer
data in this environment are more risky than in tradi-
tional financial services. Specifically, because true peer-
to-peer payment is enabled by mobile money services,
they learn both their customers’ entire financial history
and their social network. Moreover, many services also
collect supplementary information including geographic
location and the names of other applications installed
on a device. The need for strong, clearly written pri-
vacy policies is therefore evident, and has been strongly
supported by the industry group (i.e., the GSMA) since
2011 [43]. However, how the industry has adopted such
regulation has not previously been explored.

In this paper, we perform the first independent anal-
ysis of privacy policies for the mobile money industry.
While work has been done to evaluate privacy policies
of traditional financial services in the past [13, 19, 37],
our work is different for a number of reasons. First,
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ours is the first work to evaluate mobile money services,
which are generally run by non-traditional financial enti-
ties (e.g., telecommunications providers) and are there-
fore not subject to the same kinds of regulations as the
conventional banking industry. Second, we are not at-
tempting to measure the “goodness” of the standards
for the industry; rather, our work seeks to measure mo-
bile money services against standards that are already
in place. We believe this is critical as it measures the
health of consumer privacy within the industry as expec-
tations are currently set. Arguments for greater protec-
tions beyond what is suggested can always be made. Fi-
nally, mobile money services served approximately 411
million customers in 2015, and recent moves including
demonetization in India put the industry’s population
base in the billions [38]. As these customers often rep-
resent many of the world’s most financially vulnerable,
it is critical for the privacy community to ensure that
they are adequately protected.

We make the following contributions:

Compare Policies Against GSMA and FDIC Rec-
ommendations: Given that mobile money services
are deployed across a wide range of regulatory environ-
ments, performance against a single national standard
for privacy policies would be incomplete. Accordingly,
we determine how these services conform to the mo-
bile money industry (i.e., the GSMA) and widely used
government (i.e., the US Federal Deposit Insurance Cor-
poration (FDIC)) recommendations for communicating
privacy policies. Our analysis shows that mobile money
services lag significantly behind traditional financial in-
stitutions, with 44% having no available policy. More-
over, where policies are available, their coverage of crit-
ical topics is often limited. All but one service fail to
meet either standard.

Measure Readability: Literacy rates are often lower
in the developing world. To measure whether or not
privacy policies adjust for this difference, we use multi-
ple tests of readability from the linguistics community
to compare traditional financial and mobile money offer-
ings. We show that, on average, privacy policies for mo-
bile money services have a higher grade-level readabil-
ity score than traditional banks (12.1 vs 10.8), meaning
that such policies are in general harder to understand.

Measure Availability in Official Languages: Given
that mobile money services are available in a wide array
of countries, we would expect that we would see privacy
policies available in a wide array of languages. Unfor-
tunately, our study shows of the mobile money services
that have a privacy policy, 33% of them do not have have
a version written in the first or second official language
of their country of operation.

We believe that our results point to a critical prob-
lem for mobile money services: privacy policies are not
widely available, and where they are, the majority of
them suffer from low readability and coverage issues. By
providing the first such study of these policies, we be-
lieve that government and industry regulators can (and
must) better address this problem.

The remainder of the paper is organized as follows: Sec-
tion 2 discusses related research; Section 3 provides back-
ground on mobile money; Section 4 describes our method-
ology; Section 5 provides our results; Section 6 further
discusses the implications of these results, and Section 7
provides concluding remarks.

2. RELATED WORK
Mobile money services have had enormous positive im-
pact in enabling financial inclusion in the developing
world. However, the security provided by such services
has recently come into question. First generation ser-
vices, which rely on SMS or USSD channels in 2G net-
works, are inherently insecure due to the use of weak (or
no) ciphers on the air interface and the lack of strong
end-to-end encryption [10,28]. Unfortunately, Reaves et
al. [31] demonstrated systemic problems in smart phone
apps throughout the ecosystem, including poor configu-
ration, failure to properly authenticate certificates and
in some cases, a complete lack of any protections. More-
over, most developers failed to improve the security of
their applications over a year later in spite of receiv-
ing detailed vulnerability reports [30]. Castle et al. in-
terviewed developers to understand the cause of such
weaknesses, learning that many developers had diffi-
culty properly using security libraries [11].

Creating “good” privacy policies is a challenge in and of
itself. Entities handling user data must strike a care-
ful balance between both comprehension and compre-
hensiveness. A number of researchers [21, 32, 36] pro-
vide guidelines for policy creation. McDonald and Cra-
nor [25] argued that a singular focus on coverage repre-
sents a significant expense to users and determined that
it would take users over 200 hours per year to read the
policy of each website visited. Other researchers have
attempted to achieve such balance, using techniques
such as bulleted lists [17], privacy “nutrition labels” [22],
and natural language processing for minimization [46].
Unfortunately, while such techniques appear to improve
readability, only one (Federal Reserve privacy notice
template) has been adopted at large scale [4]. Our work
is able to bypass this challenge to some extent, as it
seeks to measure adherence to widely known standards.

While Reaves et al. [31] did evaluate the terms of ser-
vice for mobile money services they studied, the state
of privacy policies in the mobile money environment
has not previously been examined. Academic analy-
sis of privacy policies in financial services dates back
to at least 2001, with Hochhauser’s study demonstrat-
ing that understanding the privacy policies of the top
60 US-based financial institutions required an average
reading level of 15.6 (i.e., the reading level of a 3rd year
college student) [19]. Jensen and Potts [20] measured
readability and accessibility in the privacy policies of
well-known websites, similarly finding a great need for
improved readability. More recently, Cranor et al. [13]
conducted a large-scale study of 6,191 US-based finan-
cial institutions and focused on their policies for third
parties, reasons for data sharing, and opt-out. Closest
to our work is that of Sheng et al., [37] which found
a lack of significant improvements to privacy policies
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after the passage of the Gramm-Leach-Bliley (GLBA)
Act [45], which mandated that banks make clear how
they handle private customer data.

3. MOBILE MONEY
Billions throughout the developing world lack access to
even the most basic financial services, and this especially
includes many of the world’s poor [7]. Financial ex-
clusion result in difficulty receiving wages, government
transfers, remittances, making payments, and transfer-
ring money to local friends or relatives. This is to say
nothing of the lack of simple conveniences provided by
the modern financial services. There are a number of
reasons why the poor are excluded from traditional fi-
nancial services, including account fees, difficulty con-
ducting business during relatively limited banking hours,
and simple lack of available services (especially in rural
areas).

In recognition of this problem, governments and devel-
opment agencies are embarking upon programs to im-
prove financial inclusion. These efforts are worthwhile
because making saving and transferring money easier
gives participants the ability to better support them-
selves as well as provide a safety net for family and
friends. In many cases, such safety nets prevent minor
financial setbacks from becoming personal crises.

One of the barriers to financial inclusion is that tradi-
tional brick-and-mortar banking comes at a high over-
head, and it is simply not economical to provide services
to customers with low transaction volume or balances.
As a result, governments and NGOs are turning to a
new model for financial inclusion: digital financial ser-
vices served through ubiquitous mobile devices.

Services that provide the ability to store value and make
payments through mobile phones are often called “mo-
bile money services.” The first such service, M-Pesa,
was deployed by SafariCom in 2007. M-Pesa pioneered
a model where users could send and receive payments
directly from their mobile phone, as well as deposit and
withdraw funds from an account at any local airtime
vendor. This model quickly achieved enormous success,
and by 2013 M-Pesa supported payments amounting to
a third of Kenyan GDP [26]. Other carriers and third
party providers have taken notice, and supported by de-
velopment organizations like the Gates Foundation and
the World Bank, industry consortia like the GSMA, as
well as motivated by their own commercial interest, mo-
bile money services have been deployed in developing
countries worldwide. Mobile money services have been
augmented by other financial services – notably micro-
finance (small loans) and even life insurance. Figure 10
in Appendix 7 shows the EcoCash mobile app payment
interface.

Mobile money services are distinct from both traditional
mobile banking (i.e., phone-based access to traditional
banking accounts) and many popular mobile payment
services in developed countries (e.g., PayPal, Venmo).
Figure 1 highlights the most important differentiators.

First and foremost, mobile money is distinct because

Mobile Money
Mobile Banking &
Mobile Payments

Financial 
System

Regulators

Technology

Non-interoperable, 
closed-loop

Global interoperable
financial network

Financial, Telecom, or 
other agencies

SMS, USSD, 
Mobile Internet Mobile Internet Only

Financial regulators
only

Target 
Audience

Unbanked 
consumers

Existing 
customers

Figure 1: Mobile money services are distinct from tra-
ditional mobile banking and mobile payments in several
important ways.

of the market it serves. Mobile money services pri-
marily target unbanked customers new to financial ser-
vices, while traditional mobile banking and payment
services focus on providing new features to existing cus-
tomers. Second, mobile money is neither based on nor
is currently interoperable with the existing traditional
banking service. In fact, mobile money services are
only rarely interoperable with one another, even within
the same market. By contrast, both traditional mobile
banking and mobile payment services like Apple Pay
interact with the global banking network.

Mobile money services are also technologically unique.
Some services are available exclusively through mecha-
nisms compatible with feature phones like SMS or Uni-
versal Supplementary Services Data (USSD) in the cel-
lular network. As smartphones increase in popularity
in developing countries, more mobile money services are
deploying smartphone apps. Many of these services, re-
gardless of whether they operate using legacy channels,
smartphone apps, or both, often expose their users to
avoidable security vulnerabilities that place their users
at risk of loss of funds or disclosure of personal infor-
mation [11, 31]. This is particularly troubling because
the terms of service of most of these services hold users
accountable for losses due to fraud, in contrast to regula-
tions and policies like those in the United States, which
limit the consumers’ exposure to and liability for loss.

In fact, regulatory structures are another area where
mobile money is distinctive compared to traditional bank-
ing. Many governments are enabling and encouraging
mobile money growth by significantly relaxing the regu-
latory requirements for mobile money services. For ex-
ample, many “Know Your Customer (KYC)” and anti-
money laundering and countering financing of terror-
ism (AML/CFT) regulations are significantly relaxed to
enable simple and practical enrollment of mobile money
users. These regulation relaxations are necessary for
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Figure 2: Countries represented in our selection of all
mobile money services known to have Android apps.

mobile money to be successful, and AML/CFT goals
are typically addressed by simply limiting the balances
users are allowed to accumulate. However, the need for
relaxed regulations in registration does not mean that
regulations in other areas – particularly for data secu-
rity, fraud liability, and data privacy – are unnecessary.
Many mobile money services use transaction data to
generate non-traditional creditworthiness measurements
for users in developing economies.

4. METHODOLOGY
Our research seeks to address three main questions. First,
do mobile money applications have privacy policies and,
if so, what do they cover? Second, are these policies
written such that they are understandable by their target
audience? Finally, are these policies written in the most
commonly spoken languages in the country in which the
application is deployed?

To answer these questions, we began by collecting pri-
vacy policies of the top US banks by assets to serve as
a reference group. We chose these banks because they
have a well-understood regulatory structure. Because
a similar set was studied in prior work [19], we argue
that our observations in this space serve as a compar-
ison point for emerging digital financial services. We
then collect all available privacy policies for all 54 mobile
money applications known to have an Android app in
2016. We focus on services with Android apps because
smartphone applications have the ability to collect ex-
tremely fine-grained data about their users’ behavior, in
contrast with the limited data collection made possible
with feature-phone based services.

We then manually code these policies to investigate com-
pliance with the industry-wide guidance provided by the
GSMA as well as the guidance provided by the FDIC.
The GSMA Mobile Privacy Principles represent an in-
ternational accord on privacy polices agreed to by the
industry trade group. The GSMA principles have been
publicly available since 2011 [43], thereby allowing suf-
ficient time for mobile money services to incorporate
its requirements. We note that the GSMA has also re-
leased a Code of Conduct specifically for mobile money

providers [42]. This document directly addresses issues
of user privacy, and explicitly calls on mobile money ser-
vices to ensure the following principles: “Governance”,
“Transparency and Notice”, “User Choice and Control”
and “Minimization of Data Collection and Retention”.
We decided to use the more complete set of Mobile Pri-
vacy Principles [43] for three reasons. First, the Code
of Conduct has only been publicly available since 2014,
three years fewer than the Mobile Privacy Principles
document. Second, with the exception of “Governance”,
each of the practices in the Code of Conduct maps di-
rectly to a principle in the Mobile Privacy Principles.
“Governance” most readily maps to “Accountability and
Enforcement”. Third, because mobile money services
comprise mobile applications, the more explicit Mobile
Privacy Principles apply to them as well.

Why use the FDIC principles: The FDIC prin-
ciples [16] provide a more comprehensive standard by
which to evaluate privacy statements than the GSMA
standards. It was simply not practical to judge each
policy based on the standards of the 32 different coun-
tries for which we collected mobile money apps. Accord-
ingly, to have an objective basis of comparison, we chose
to standardize our analysis on the FDIC standards and
the GSMA standards. Including the FDIC principles
allowed us to compare the policy coverage of US banks
and mobile money applications to both US and inter-
national standards, although we understand that there
are many confounds that will affect this comparison.
We do not claim that the FDIC principles are an ideal
standard, but an objective one that has been widely
examined. It is also one we believe to be reasonably
comprehensive. We readily admit that existing mobile
money policies may not have been written with FDIC
standards in mind; at the same time, the FDIC princi-
ples are general enough that we believe that the content
they cover should be in any good privacy policy.

We conclude with an analysis of readability of policies
and an analysis of availability of mobile money policies
in dominant languages in their respective countries.

4.1 FDIC and GSMA Regulations
The GSMA and FDIC identify key principles that all
privacy policies should adhere to and include. Below
are the 11 principles used in our privacy policy analysis:

GSMA

Purpose of Data Collection: Policies should disclose the
purpose of collecting, accessing, and sharing user data
and ensure that each purpose is for legitimate business
operations.

Children and Adolescents: If applicable to children, the
service should guarantee that the child’s personal infor-
mation is properly collected and should abide by all laws
related to children’s privacy.

Accountability and Enforcement : Employees are held
accountable for proper use and protection of user data.

FDIC
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Collection Process: Notices should list the types of per-
sonal information that is collected.

Definitions: Notices should terms concerning collection
process, information disclosure, etc.

Examples: Notices should include examples of the col-
lection process, information disclosure, etc.

Third Parties: Notices should disclose affiliates that the
bank shares nonpublic personal information with.

FDIC & GSMA

User Choice and Control : Notices should disclose the
user’s right to opt-out and how users can control the
use of their personal information.

Security : Notices should disclose how personal informa-
tion of users will be protected and safeguarded.

Sharing Process: Notices should include the personal
information of users that may be disclosed.

Data Minimization/Retention: Information sharing prac-
tices of personal information of former customers should
be disclosed and only the minimum amount of user in-
formation should be collected, accessed, and used at all
times.

4.2 Selection and Collection Process
We compiled a list of the top 50 U.S. banks (by as-
sets) based on the Federal Reserves Statistical Release
of Large Commercial Banks [5]. We used the GSMA
Mobile Money Tracker [18] to identify mobile money
services, then manually searched the Google Play mar-
ket and mobile money provider websites to locate those
with smartphone applications. While a large number of
applications exist, we carefully inspected each candidate
application to ensure that it actually provides payment
functionality. We identified 54 such services from 32
countries, as shown in Figure 2.

We located and downloaded privacy policies for all of the
banks and mobile money services studied. Our search
process was systematic and exhaustive, and is described
below.

For a mobile money service, we first visit the app’s
Google Play Store profile to determine if a privacy policy
link exists. If yes, we downloaded the policy from the
Play Store. Otherwise we visit the website link in the
Play Store (if present) or search Google for the website.
If a website was not found after the Google search, the
app was marked as not having a policy.

On the website for a mobile money service or bank, we
first search for app’s privacy policy on the main page.
If not found, we searched the website to locate a policy.
As a last resort, we examined the “About” pages of the
website, then directly searched Google for a policy. Fi-
nally, if no policy had been found, we mark the bank or
service as not having a policy.

We gathered every privacy notice/policy available on
each bank or service’s website, including documents termed
“privacy policy,”“privacy notice,”“consumer privacy pol-

icy,”“cookie policies,”“online privacy policies,”and“mo-
bile privacy policies”. Where applicable, we also inves-
tigated “terms of service” documents. We collect and
analyze all privacy related documents, because some of
the banks used the terms “privacy notice” and “privacy
policy” interchangeably.

4.3 Coding Process
We conducted a manual coding analysis to determine
which principles our collected policies adhered to.

Our coding analysis consisted of two key phases: an ini-
tial key word search and subsequent manual analysis.
Before coding, we generated a codebook that directly
correlated to our policy principles. For example key-
words for the user options principle included disable,
edit, user can request, user can edit, user can change.
We show our codebook in Appendix 7 in Table 3.

We note that a document only needed to simply mention
the principle to receive credit for covering that princi-
ple. We do not otherwise evaluate the extent to which
we believe the policy adheres to the letter or spirit of the
recommendations. Because our work primarily is con-
cerned with whether policies cover the requisite data at
all, the absence of a principle in our reports is a strong
indicator important privacy issues are being ignored by
a particular policy. Thus, the keyword analysis was suf-
ficient to show that most of the mobile money policies
failed to mention why data was collected.

Two of the authors, both PhD students with a prior
graduate course in privacy communication, served as
the coders. Coders were provided with a digital copy of
each policy document. A Google Form was created to
streamline the coding process and eliminate error. The
coders were instructed to score each policy based on the
11 principles and their corresponding keywords. Dur-
ing the coding process, if the coder did not find exact
keywords in the codebook but did find similar text, the
coder was instructed to use their best judgment when
scoring that principle. The coders were instructed to
only assess the policy document and not any other re-
sources (e.g., website.) If neither the keywords nor sim-
ilar text were found for a specific principle, the policy
received a score of zero for that principle.

Once all documents were analyzed individually, we com-
bined the results for every bank or service so that if
any of a bank or service’s documents discussed a princi-
ple, we consider that bank or service as having a docu-
mented policy for that principle. For example, Bank of
America’s Consumer Privacy Notice discusses data min-
imization/retention, while the Cookie Guide does not.
Thus, we mark Bank of America as having a policy for
data minimization since at least one of its documents
discussed the principle.

The results of the independent trials were compared and
mutually reconciled to arrive at the reported data. Dur-
ing the reconciliation process, if the results of the coders
differed, we discussed the instructions and thought pro-
cess with both coders to determine the final score for
each policy and principle.
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Figure 3: Representation of policies that cover each principle in the GSMA, FDIC, or both sets of recommendations.
For every principle, banks outperform mobile money services

We computed Cohen’s Kappa to measure inter-rater re-
liability on codings of each policy. Coders agreed “sub-
stantially” (κ>0.8) on five categories: Purpose and Use,
Children and Adolescents, Definitions, Examples, and
Security. In addition, the results of five other categories
(Accountability and Enforcement, Collection Process,
Third Parties, User Choice and Control, and Data Min-
imization/Retention) were classified “moderate” (0.41-
0.60) and one (Sharing Process) was classified “slight”
(0-0.20) [23]. In this latter case, the coders differed
in their interpretation of whether the Sharing Process
principle was met. One coder gave the policy credit
if it simply mentioned sharing, while the other coder
looked for a more concrete process (e.g., the sentence
“We will limit the access, collection, sharing, disclosure,
and further use of your Personal Information to meeting
legitimate business purposes or to otherwise meet legal
obligations” in the GCash policy was interpreted differ-
ently). Coders reconciled their differences by agreeing
to adopt the broadest reasonable interpretation of the
principle. The same procedure occurred with respect to
categories with moderate kappa values.

4.4 Readability Analysis
The linguistics community has created a number of met-
rics that compute a document’s readability score in-
dexed to“grade level”expectations of reading ability.While
there are a number of such scores, including the well-
known Flesch-Kincaid score, the linguistics community
has yet to identify a single, “gold-standard” technique.
Accordingly, it has become common (including within
the literature on privacy policies [8] and medical docu-
ments [9,15,40]), to use more than one readability scor-
ing mechanism in their study.

To measure the readability of our privacy policies, we
first manually condense the various policies into individ-
ual text-only documents to be analyzed. This manual
canonicalization ensured that formatting and typogra-
phy (e.g., two-column documents) did not prevent an
accurate assessment. We then calculated a number of
properties of the submitted text, including five readabil-
ity scores, the estimated reading time, and summary
statistics like word counts. We computed the Flesch-
Kincaid Grade Level score, the Gunning-Fog score, the
Coleman-Liau Index, the SMOG Index, and the Au-
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tomated Readability Index. Large, distinct documents
had their readability assessed independently, then aver-
aged to produce the final score for a bank or service.

4.5 Language Analysis
Many mobile money services operate in nations that are
multilingual, and it is important that the policies are
provided in languages users actually can read.

Mobile money is a global phenomenon, but practically
all services serve a single country. Because language
needs vary in different countries, we searched the web-
site of each mobile money service for the availability of
privacy policies in multiple languages. To enable an ob-
jective comparison among services, we search for only
the top two languages in the relevant country as re-
ported by the CIA World Fact Book [6]. In some cases,
the World Fact Book reports actual percentages of pop-
ulation that speak a particular language; we use those
figures to identify the “top two” languages where avail-
able. When unavailable, we use the first two languages
listed in the World Fact Book. We also found that
three countries with mobile money services (Uruguay,
Dominican Republic and Brazil) only had one official
language, and our reported results reflect this.

We note that our analysis of policy details is limited to
the available English-language policies. A deeper anal-
ysis of non-English policies was not possible given that
we found documents written in more than 10 languages.
Additionally, because automated translation is known
to be an open problem, we did not attempt to use such
tools to translate such documents as they were likely to
unfairly create errors.

5. RESULTS
The individual banks and services studied and their per-
formance on all 11 guidelines are presented in Table 1
and Table 2 in Appendix 7. A summary of the counts of
both banks and mobile money services adhering to each
principle are are shown in Figure 3a and Figure 3b. In
the figures, we present whether mobile money systems
adhere to the recommendations we describe in two ways.
The first is a total count basis: “of the systems we an-
alyze, how many provide the recommended disclosures
to their users.” This reflects the ability of mobile money
users to learn about how their data is used. The second
is on a percentage basis: “of the policies we have, how
many adhere to the recommendations for privacy disclo-
sure.” This second graph indicates the overall coverage
of policies when they exist. We provide the first analysis
of how privacy is guaranteed in mobile money services
and how it compares to privacy in an established bank-
ing ecosystem.

5.1 Availability and Freshness
Our first analysis looks at the availability and update
frequency of privacy policies for both top US Banks and
mobile money services.

Policy Availability: We find that all of the 50 US
banks provided at least one privacy policy document.
However, only 30 out of the 54 mobile money services

we examined had a privacy policy, meaning that 24 ser-
vices, or 44.4% of all mobile money services with smart-
phone apps, had no privacy policy of any sort, rendering
any analysis of their handling of sensitive data impos-
sible. This means that neither privacy experts nor end
users have any knowledge of the data practices of these
services, much less any rights or guarantees about how
that data will be used.

Update Frequency: Privacy policies should be reg-
ularly updated to ensure that they still reflect current
data handling practices. While the FDIC requires all
banks to develop and disseminate updated privacy poli-
cies at least once in any 12-month period [16], we found
that only 30 of the 50 banks had policies that had been
updated within the past year. Mobile money services
demonstrated less frequent updates of privacy policies.
Of the 30 services that had a privacy policy, only 9
(30%), included information about when they were ei-
ther written or last updated. Of these 9 services with
dated policies, only 5 (17%), had policies that had been
updated within the past year.

These first two measures already indicate an important
difference between the practices of traditional financial
institutions. While both sectors could improve their
performance in keeping policies updated, traditional fi-
nancial institutions far outperform mobile money ser-
vices in making policies available.

5.2 Policy Content
We next examined the content of the privacy policies
we obtained to determine how they adhered to both na-
tional regulators (FDIC) and industry guidelines (GSMA).

Substantially more banks adhered to every principle we
track than mobile money services. Only one mobile
money service, GCash, covers all principles. This is
surprising because many more banks conformed to the
GSMA recommendations than mobile money services.
It is important to note that the GSMA is a consortium
of mobile phone carriers, and banks are not members.
However, many mobile money services are operated by
carriers that are members of this organization. This
means that US banks have a significantly higher rate of
adherence to a standard that they are not party to than
an industry that has agreed to implement the standard.

(GSMA) Purpose and Use: The purpose of data
collection information is critical to users. While every
bank privacy policy indicated the purpose of data collec-
tion, only 19 mobile money services, or 63% of services
that have any privacy policy, indicate why data is ac-
tually being collected. The remaining services give no
indication as to the purpose of data collection.

(GSMA) Children and Adolescents: The GSMA
Principles recommend that any service intended for use
by children have special policies for the data collected
by child users. We believe that mobile money services
operate in a “gray area” in this respect. Mobile money
services are not intentionally marketed for children, but
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where mobile money services are commonly used, chil-
dren will likely use these services. We note that there is
very limited consideration of children’s privacy amongst
mobile money service policies, and it is only mentioned
in 5 mobile money policies, in contrast to 27 bank poli-
cies. However, in both cases a substantial number of
policies make no mention of children (83.33% of mobile
money service policies and 46% of bank policies, respec-
tively). We believe both mobile money services and US
banks should consider this issue more seriously.

(GSMA) Accountability and Enforcement: GSMA
principles charge employees with a duty to maintain
data privacy according to the the privacy policy. How-
ever, only 8 US banks and 3 mobile money privacy poli-
cies have any mention of the obligations of employees.
We note that many policies may not explicitly discuss
this principle, presuming employees will be responsible
for implementing published policies.

(FDIC) Collection Process: The FDIC recommends
that financial services disclose what personal data is col-
lected. While mobile money services tended to at least
mention this principle at a higher rate than other prin-
ciples (24 services, or 80% of available policies), they
still fall short of the 96% coverage rate of US banks.

(FDIC) Definitions and Examples: Definitions and
examples are key components of privacy policies be-
cause they give the user a clear understanding of the
terms used in the policy and the specific information
that will be used throughout their interaction with the
bank/service. In the most significant quantitative dif-
ference seen between the two groups of policies, almost
all bank policies provided definitions of the data (47
policies) that would be collected from users and gave
examples of its usage (48 policies). In contrast, only 8
mobile money service policies defined what type of data
would be collected and only 14 policies gave examples of
its usage. Even though policies may technically inform
users of the data being collected, they can be obfuscated
such that the data collected and shared is difficult to de-
fine. We find the majority of mobile money services with
a privacy policy fail to identify to their users what data
is actually being collected or stored.

(FDIC) Third Parties and (Both) Data Sharing
Practices: Notices of third party data sharing prac-
tices are another critically important aspect of privacy
policies. Our measurement of principles distinguishes
between whether third party interactions are discussed
(“Third Parties”) and whether there are additional de-
tails about what is being shared with third parties and
why (“Sharing Process”). We find that 24 mobile money
services (80% of those with policies) address third par-
ties in their policies, and this is actually at a rate com-
parable to the 41 US banks (82%). However, when it
comes to details of the sharing process, there is a sig-
nificant disparity between our two populations. All US
banks discuss this issue, compared to only 21 mobile
money services (70% of available policies). This dispar-
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Figure 4: The total number of principles covered by
banks and mobile money services. While the US banks
meet most of the FDIC and GSMA principles, the mo-
bile money industry falls far short of these standards.
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Figure 5: Reading Grade Level scores of U.S. banks and
Mobile Money services.

ity is troubling, as sharing of data with unaffiliated third
parties is a serious concern for customers.

(Both) User Choice and Control: While nearly ev-
ery US bank (49, or 98%) provided information about
a user’s ability to opt out of data collection sharing,
only 23 mobile money services (77%) offered informa-
tion about a user’s options to control the use of their
data. We note that the United States defines a right
of a customer to limit certain types of sharing, and this
may explain why US banks discuss this at a greater rate.
Nevertheless, this principle is present in both GSMA
and FDIC recommendations, so mobile money services
should improve their discussion of this issue.

(Both) Security: Both the GSMA and the FDIC rec-
ommend that services provide information about the se-
curity mechanisms used to protect the collected personal
information. Nearly every US bank studied offers this
information in a privacy policy (49 policies, or 98%). In
addition, 26 of the mobile money services (87%) mention
data security in some form. It is important to note that
in this study we are simply evaluating whether policies
discuss security. Given the substantial difficulty in en-
suring data security, any security claims must be subject
to healthy skepticism [30,31].
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(Both) Data Minimization and Retention: The
final principle we measure is whether policies mention a
data minimization policy or a data retention policy. We
find that many US banks and mobile money services
do not cover this. Only 32 US banks (64%) feature
policies that cover this principle, and an even smaller
number — 12 mobile money services (40%) — discuss
this principle. Given the pervasiveness of data breaches,
more banks and mobile money services need to adhere
to good data minimization and retention policies and
inform their customers of these practices.

Aggregate Analysis: With our analysis of each of the
individual principles complete, we are now able to judge
the overall state of the two markets that we study.

Figure 4 demonstrates the distribution of overall cov-
erage of privacy polices defined by banks and mobile
money services in the form of a histogram. All bank
policies have at least 6 principles covered, and 20 banks
cover exactly 10 principles. By contrast, mobile money
policies tend to be far less complete than US banking
policies, and it is clear that in absolute terms too many
mobile money services do not have privacy policies that
adhere to well-established best practices.

5.3 Readability
Our next goal was to characterize the readability of pri-
vacy policies. As discussed in Section 4.4, we use a series
of grade-level estimation techniques from the linguistics
community to score each policy. Of the 30 mobile money
services that had privacy policies, 23 of these were orig-
inally written in English. Because different languages
have different characteristics in terms of sentence struc-
ture and verbosity, to ensure that our results were con-
sistent, we only calculated the readability scores of those
23 policies.

Figure 5 shows our results. US Banks scored an aver-
age grade-level readability score of 10.8 (σ2 = 1.9), and
had a range of between 8.2 (Northern Trust) and 14.6
(Deutsche Bank). Mobile money services had a higher
mean reading level of 12.1 with much greater variance
(σ2 = 5.3), and a range of 9.4 (UseBoom) to 18.4 (In-
dosat).

To determine if the differences in scores in these two
populations are statistically significant, we performed
a two-tailed Mann-Whitney-U test. We selected this
test over a traditional t-test because it does not assume
that the populations are normally distributed. Our null
hypothesis was that there is no difference between the
readability of the mobile money and traditional bank-
ing policies. We selected a significance threshold α =
0.001. We note that we chose this extremely conser-
vative threshold to control for the fact that our two
datasets differed in variance. The analysis resulted in
a z-score of -3.29525 with a corresponding p-value of
0.00096, which is below our conservative threshold of
significance. We also calculated an effect size of r =
0.39, which represents between a medium (0.3) and large
(0.5) effect size [12]. Therefore, the null hypothesis is
rejected and there is a statistically significant differ-

ence between the readability of privacy policies of mo-
bile money services and U.S. banks. The implication of
this analysis is that mobile money policies, on average,
appear to be more difficult to comprehend than their
traditional banking counterparts.

To further understand the difference between these two
sets, we then characterized policy lengths. US Banks
had a mean count of 1492 words (σ2 = 660.7). State
Street’s policy had the highest word count (3494), while
First Merit was the lowest (557). In general, policies
with greater word counts tended to have lower read-
ability scores. Surprisingly, mobile money services had
a slightly shorter mean length of 1374 words but with
dramatically higher variance (σ2 = 1373.2). These re-
sults can be better explained by looking at specific data
points. Suvidhaa, for instance, had the greatest word
count (5518), while EcoCash had the shortest (68). Eco-
Cash is not alone in writing an extremely short pol-
icy; TigoPesa’s policy is only 268 words long. Figures 8
and 9 show the entirety of these two short policies.

We again sought to determine if our observations were
statistically significant. Accordingly, we performed a
two-tailed Mann-Whitney-U analysis on the word count
results. For that analysis, we again set α = 0.001 to con-
trol for the increased likelihood of a Type-1 error given
the differences in variance of the datasets. Our null hy-
pothesis was that there was no difference in the length
of the privacy policies for the mobile money services and
US Banks. The analysis yields a z-score of 7.08221 with
p-value less than 0.00001. Moreover, with a large cal-
culated effect size of r = 0.83, we determined that our
results were indeed statistically significant and we could
reject the null hypothesis. This implies that length of
privacy policies for mobile money services differs signif-
icantly from those of traditional banks.

As a final measure of readability, we plotted our mea-
sured word counts against the grade-level estimations.
Figure 6 shows our results, and includes two important
trendlines. While both mobile money and US Banks see
the grade-level requirement to understand their policies
increase as the word count increases, mobile money ser-
vices experience this trend in a greatly accelerated fash-
ion. Second, while the privacy community has gener-
ally advocated for shorter policies in the past, our read-
ability and coverage analyses demonstrate that shorter
policies alone are not necessarily “better.” Counterintu-
itively, mobile money services tend to have short policies
that are harder to read.

5.4 Language
In our final analysis, our goal is to determine whether
the privacy policies supplied by banks and mobile money
services are available in popular or official languages in
the countries where they operate. This is a more general
question of whether these policies are actually readable
by the population for whom they are designed to serve,
also noted by [44]. For example, a low-grade level pol-
icy written in English is still not readable to a customer
who only speaks French. The question of language avail-
ability is critical since the principles expressed by these
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Figure 6: Reading grade level vs. word count of U.S.
bank policies and mobile money policies. Note that mo-
bile money policies tend to be shorter and yet more dif-
ficult to read.

policies become meaningless if the population of cus-
tomers is unable to read them.

For US banks, every privacy policy that we examined
was available in English. While the United States does
not have an official language, English is by far the most
popular language of communication, with over 230 mil-
lion people primarily speaking it at home, while Spanish
is the second-most popular language spoken in the coun-
try [35]. US banks fall short in addressing the needs of
these customers as only 13 of the 50 (or 25%) of financial
institutions we reviewed listed privacy policies in Span-
ish on their website. Furthermore, Spanish-speaking
customers would likely have difficulty even accessing
this information from these websites, as only two in-
stitutions, Fifth Third and East West (4% of the total)
allowed users to view the entire website in Spanish.

While US banks could make greater efforts to make
their privacy policies accessible to speakers of other lan-
guages, the challenges faced in providing policies in read-
able languages in the US pale in comparison to those
presented in the mobile money space. As discussed ear-
lier in this section, only 30 of the 54 mobile money ser-
vices that we examined had any privacy policies at all.
We used the CIA World Factbook [6] to determine the
most widely-spoken languages in the countries of oper-
ation for these services. Many of the countries where
these mobile money services are deployed have more
than one official or commonly spoken language, making
the question of language accessibility even more impor-
tant.

Figure 7 shows the extent of these language accessibility
challenges for mobile money services. We found that of
the 30 services with policies, only 20 were available in ei-
ther the first or second most widely-spoken language of
the service’s native country, with 16 policies available in
the most widely-spoken language and 6 available in the
second-most widely-spoken language. This means that
10 of the 30 mobile money services with any sort of pri-
vacy policy, or 33% of this group, do not have policies
written in languages readable by speakers of the most
widely-used languages in their countries. These popu-
lations are disempowered from learning about their pri-

vacy rights because of this lack of language accessibility.

We also found that only 13 mobile money service web-
sites (or 43% of the services with a privacy policy) were
available in either the first or second-most widely spoken
language within that country.

These issues represent a serious impediment to inclusion
and privacy. The lack of accessible material results in
the inability for large segments of the population to be
able to make informed choices regarding their privacy.
It is imperative that customers have the opportunity
to understand their rights and options for controlling
their personal data, and there can be no meaningful
ability to do so unless customers are provided materials
comprehensible to them in the languages they use.

5.5 Mobile Payment Apps
Our previous results showed a clear difference between
privacy policies in US Banks and mobile money sys-
tems. We were also interested to know if popular mo-
bile payment apps from developed countries performed
well according to our criteria of coverage, readability,
and language availability. To that end, we look at the
two most popular mobile payment apps in the US: Pay-
pal and Venmo. We found that policies covered all 11
principles with only a few exceptions: Paypal had no
coverage of children’s policy, while Venmo did not cover
data minimization or retention. Neither policy covered
employee accountability or enforcement. Venmo’s av-
erage reading grade level was 13.2, while Paypal scored
higher at 14.9. In addition, Paypal’s word count of 3,239
was over 1000 more words than Venmo’s policy (2,065
words). Although both mobile payment apps are used
widely across the US, we were unable to find a privacy
policy in any other language that English. We note that
our sample size of 2 apps means meaningful statistical
analysis is simply not possible. However, these results
are similar to our findings for US banks.

6. IMPROVING MOBILE MONEY PRI-
VACY DISCLOSURES
Our results show that the mobile money industry, as a
whole, does not provide sufficient disclosure of privacy
practices. The question then is how can we improve the
state of privacy disclosure in mobile money? In this sub-
section, we discuss the role that regulation by national
governments as well as industry-driven “self-regulation”
may play in improving this state of affairs. We also dis-
cuss what future improvements to mobile money privacy
policy recommendations should entail. We note that
while we strongly believe improvement is imperative for
mobile money privacy disclosures and privacy practices,
we do not take a strong stance on which path is best.
Finally, we conclude by acknowledging that norms for
privacy vary from culture to culture.

6.1 Regulating Mobile Money Policies
One possible path to improving mobile money privacy
policies is legal regulations in the spirit of the Gramm-
Leach-Bliley Act (GLBA) in the United States. Prior
work by Sheng and Cranor [37] showed that the GLBA
significantly improved the coverage of privacy disclo-
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Figure 7: Language analysis of Mobile Money service policies. Note that 18% of all services (54) and 33% of services
that actually have privacy policies (30) are neither available in the first or second official languages of the country in
which they are deployed.

sures in the US. The data that we present on US poli-
cies confirms this earlier finding: US policies are largely
complete according to the FDIC standards. We do note,
however, that regulation is not a panacea. For example,
some US policies lacked coverage of important infor-
mation. More importantly, regulations about disclosure
do not necessarily minimize data collection or mean that
users have meaningful options about that collection [37].

We note that we are among the first to look at pri-
vacy policies from an international perspective. This
comes with a number of difficulties. For example, each
country will have its own laws, regulations, and local
operating practices. In mobile money this is compli-
cated by the fact that these services can be regulated by
many (sometimes overlapping) agencies. These agencies
include financial regulators, telecommunications regula-
tors, or others [41]. In future work we hope to partner
with experts in law in various countries served by mo-
bile money to determine what, if any existing laws or
regulations could apply to mobile money, and how ef-
fective those mechanisms are. As a case study example
of the role of regulation, we examined India’s privacy
regulations for all businesses (not specific to mobile fi-
nance) as well as the performance of mobile money sys-
tems based in India. These regulations are specified
in a regulation document published by the Ministry of
Communications and Information Technology titled the
“Information Technology (Reasonable security practices
and procedures and sensitive personal data or informa-
tion) Rules, 2011.” [27] This document mandates that
organizations subject to the IT Amendment Act of 2008
must provide privacy notices to users. The regulation
also mandates that those notices contain information
mapping to four of our analysis principles: “Purpose
and Use,” “Examples,” “Security,” and “Sharing Pro-
cess.” We note that the governing regulations for mobile
banking by the Reserve Bank of India make no mention
of privacy practices [34].

We found that all India-based systems we studied had
privacy policies. More importantly we found that their
coverage was among the best of mobile money systems
that had a policy. All discussed the data collection pur-

pose, what data is collected, definitions of terms, third
party sharing, users’ options for data practices, concrete
examples of types of data, data security, and data re-
tention and minimization policies. Three out of four
apps discussed specific third-party data sharing prac-
tices, and one service (Oxigen Wallet) discussed em-
ployee accountability. No Indian services specifically ad-
dressed children’s data privacy. In total, Indian services
had a higher percentage coverage of every privacy pol-
icy principle than mobile money systems from all other
countries (with the exception of children’s data privacy);
they also met the criteria required by the IT law. This
small case study does not causally prove that regulation
leads to better policies, but it does motivate further ex-
ploration of this idea.

Change in mobile money as a result of national reg-
ulations will likely take time, and this is complicated
by several factors. For example, it is not always clear
which entity in a country is responsible for setting and
enforcing policy related to mobile money. Because this
industry does not fall under the same regulatory envi-
ronment as traditional banking, authority is often scat-
tered across multiple parts of a government (e.g., the
telecommunications bureau, the central bank, etc.) [41].
Government-enforced regulations may be made easier
through the upcoming creation of transnational unions
such as the Economic Community of West African States
(ECOWAS), which plans to share a single currency and
set of policies among its 15 member nations by 2020 [14].

Another route to improve privacy disclosures in mobile
money would be through “self-regulation” through an
industry consortium like the GSMA, whose recommen-
dations we use in this paper [43]. Advocates of this
approach argue that those within the industry are best
equipped to determine what users need and balance it
with the needs of that industry. Such “self-regulation”
may not provide the same enforceable guarantees as
government-enforced regulations. In particular, indus-
try groups must strike a balance between representing
their member companies’ interests and in requiring said
companies to change their practices. “Self-regulation”
does have some advantages though. For example, in-
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dustry associations can deploy recommendations faster
than is typically possible for governments, and it can
standardize these recommendations internationally. We
note that industry-based guidance is not necessarily mu-
tually exclusive of national regulation.

6.2 Recommendations for Privacy Policy
Standards
Orthogonal to the question of how to induce change
in mobile money services is specifying “in what ways
should these policies change.”

Expanding Policy Coverage: We believe that the
GSMA standards are a minimal starting point, but rec-
ognize they are deficient in a number of ways. First,
they are woefully underspecified. The principal docu-
ment defining them could be characterized as an “in-
fographic.” Second, the coverage should be expanded
to cover additional areas of concern. These include the
areas of coverage in the FDIC standards: describing
the collection process, providing definitions of impor-
tant terms, providing clear, concrete examples of how
data will be used, and how data will be shared with
third parties. As we discussed earlier, we note that the
FDIC standards are not necessarily ideal, but they pro-
vide a strong starting point for determining a complete
privacy policy. Other standards and guidelines from
governments or consumer protection organizations —
including established privacy policy templates and gen-
erating tools [2–4] — may also be instructive for future
mobile money privacy policy standards.

Expanding User Comprehension: Finally, we note
that for privacy policies to have value, users must be
able to understand how their privacy is affected by us-
ing these services so they can make informed decisions.
As our analysis demonstrates, privacy policies for these
services often lack content and are written in ways that
impair readability. In many cases, significant popula-
tions cannot make decisions as policies are not written
in languages they understand. It is therefore vital that
these policies are not only complete, but written in ways
that allow users to understand how their data is used.

This issue is further amplified by literacy rates that can
vary widely between countries. For example, Qatar’s lit-
eracy rate is over 97% while the literacy rate in Mali is
less than 47% [6]. However, none of the privacy policies
that we examined considered how to effectively commu-
nicate policy details to illiterate customers. In countries
where literacy rates are low, it is important to consider
new ways of making mobile money customers aware of
their privacy rights.

6.3 Cultural Norms for Privacy
Deciding how privacy should be protected across a set
of services that span a wide array of cultures and con-
tinents was not a simple task. In many parts of the
world, especially Europe, privacy is carefully guarded
and assumed to be a human right. Chinese culture, how-
ever, instead often values privacy less when compared
to community, order and governance [24]. Similarly, in

settings where sharing or communal ownership (e.g., of
cell phones) are common, there are different standards
for individual privacy [29].

Accordingly, our selection of the GSMA policies was
made only after careful consideration. In addition, the
GSMA claims to be the embodiment international un-
derstanding on privacy. Instead of attempting to pick a
universal set of values for privacy across mobile money
services, we felt that the best available consensus on the
matter likely comes from the industry itself. That is
not to say that the protections provided by the GSMA,
FDIC or any currently available policy are perfect. Rather,
they form the only available lenses through which we can
observe the current state of global privacy expectations
in the digital financial services space.

We believe that significant work remains to be done in
this space. As efforts towards interoperable services
increase [33], questions about which country’s privacy
rules dominate in cross-border transactions remain unan-
swered. Moreover, methods of communicating such poli-
cies to users whose cultural frame of reference and lit-
eracy may vary widely will also prove challenging.

7. CONCLUSION
Mobile money services provide new abilities for cus-
tomers to use their mobile phones to make payments,
significantly broadening financial inclusion and helping
to raise people out of poverty. However, the privacy
guarantees of these services has remained unexplored.
We conducted a comprehensive analysis on privacy poli-
cies of all 54 mobile money services that provided smart-
phone apps, and compared these policies to the top 50
US banks by assets. We found that although all US
banks had privacy policies, over 44% of mobile money
services had no privacy policy whatsoever. For those
services that did have policies, most were missing key
factors, including privacy principles laid out by industry
groups that these services agreed to uphold. Moreover,
compared to bank policies, mobile money policies were
hampered by being difficult to read, even though they
were on average significantly shorter. Several mobile
money services did not even offer policies written in the
languages used by a majorities of their target popula-
tion. Our study represents a call to action for operators,
governments, and NGOs, to assure that agreed-upon
principles and policies are enforced, expanded upon, and
made accessible to the customers of these services in or-
der to better protect their privacy.
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APPENDIX

Figure 8: EcoCash, which has endorsed the GSMA’s
Code of Conduct, has a very short (68 word) privacy
policy. In its current state, it only meets one of the
GSMA’s recommendations.

Figure 9: TigoPesa (Tanzania)’s short privacy policy
(268 words) is a subsection within TigoPesa’s Terms
and Conditions. In its current state, it only meets one
GSMA principle and one FDIC principle.

Figure 10: EcoCash mobile money application screen-
shot (obtained from the Google Play Store [1]).
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Ally 3 3 3 3 3 3 3 3
Associated 3 3 3 3 3 3 3 3

Bank of America 3 3 3 3 3 3 3 3 3 3
Bank of NY 3 3 3 3 3 3

Bank of West 3 3 3 3 3 3 3 3 3 3
Bank United 3 3 3 3 3 3 3 3 3 3

Barclays 3 3 3 3 3 3 3 3 3
BB&T 3 3 3 3 3 3 3 3 3 3
BBVA 3 3 3 3 3 3 3 3 3 3 3
BMO 3 3 3 3 3 3 3 3 3 3

BOK Financial 3 3 3 3 3 3 3 3
Capital One 3 3 3 3 3 3 3 3 3 3

Chase 3 3 3 3 3 3 3 3 3 3
CIT 3 3 3 3 3 3 3 3 3

Citi Bank 3 3 3 3 3 3 3 3
Citizens 3 3 3 3 3 3 3 3 3

Comerica 3 3 3 3 3 3 3 3 3 3
Deutsche Bank 3 3 3 3 3 3 3 3

Discover 3 3 3 3 3 3 3 3 3
EastWest 3 3 3 3 3 3 3 3

Fifth Third 3 3 3 3 3 3 3 3 3 3
First Citizens 3 3 3 3 3 3 3 3 3
First Merit 3 3 3 3 3 3 3

First Republic 3 3 3 3 3 3 3 3
First Tennessee 3 3 3 3 3 3 3 3

Frost Bank 3 3 3 3 3 3 3 3 3
Goldman Sachs 3 3 3 3 3 3 3 3

HSBC 3 3 3 3 3 3 3 3 3 3
Huntington 3 3 3 3 3 3 3 3 3
JP Morgan 3 3 3 3 3 3 3 3 3 3
Key Corp 3 3 3 3 3 3 3 3 3 3

M&T 3 3 3 3 3 3 3 3 3 3
Zions 3 3 3 3 3 3 3 3

Wells Fargo 3 3 3 3 3 3 3 3 3 3
Webster 3 3 3 3 3 3 3 3
US Bank 3 3 3 3 3 3 3 3 3 3

Union Bank 3 3 3 3 3 3 3 3 3 3 3
TD Bank 3 3 3 3 3 3 3 3 3 3
Synovus 3 3 3 3 3 3 3 3 3

Sun Trust 3 3 3 3 3 3 3 3 3
State Street Bank 3 3 3 3 3 3 3 3

Silicon Valley 3 3 3 3 3 3 3 3 3 3
Santander 3 3 3 3 3 3 3 3 3 3

RBC 3 3 3 3 3 3 3 3 3 3
Regions 3 3 3 3 3 3 3 3 3 3 3

PNC 3 3 3 3 3 3 3 3 3 3
Peoples 3 3 3 3 3 3 3 3 3

Northern Trust 3 3 3 3 3 3 3 3
Morgan Stanley 3 3 3 3 3 3 3 3

Signature 3 3 3 3 3 3 3 3
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Table 2: Mobile Money Policies: Principles Included
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Airtel Money India 3 3 3 3 3 3 3 3
Bits Uruguay 3 3

EcoCash Zimbabwe 3
eSewa Nepal 3 3 3 3 3 3 3 3
EZcash Sri Lanka 3 3 3 3 3 3 3
FNB South Africa 3 3 3 3 3 3 3 3 3 3

GCash Phillipines 3 3 3 3 3 3 3 3 3 3 3
IdeaMyCash India 3 3 3 3 3 3 3 3 3

Indosat Indoneisa 3 3 3 3 3 3
Mcash Singapore 3 3 3 3 3 3 3 3
mCoin Indonesia 3 3 3 3 3 3 3 3
Mdinar Tunisia 3 3

MobiCash Mali 3 3 3 3 3 3 3 3 3 3
Mobile Money NG Nigeria 3 3 3 3 3 3 3

mPay Thailand 3 3 3 3 3 3 3 3
Ooredoo Qatar 3 3 3 3 3 3 3

Orange Money Côte d’Ivoire 3 3 3
Oxigen India 3 3 3 3 3 3 3 3 3 3
Paga Nigeria 3 3 3 3 3 3 3 3
Simba Lebanon 3

Standard Bank South Africa 3 3 3 3 3 3 3
Suvidhaa Money India 3 3 3 3 3 3 3 3 3

Teasy Mobile Nigeria 3 3 3 3 3 3
Tigo Pesa Tanzania 3 3
Tigo SV El Savador 3 3
TPago Dominican Republic 3 3 3

True Money Thailand 3 3 3 3
UseBoom Mexico 3 3 3 3 3 3 3

Zenith Nigeria 3 3 3 3 3 3
Zuum Brazil 3 3 3 3

No Policies Available:
BKash Bangladesh
Ecash Indonesia
eZuza South Africa

First Monie Nigeria
Fortis Mobile Money Nigeria

Growth Enhancement Support Scheme Nigeria
JCUES Mobile Money Jamaica

Mi Billetera Movil Argentina
Mobile Money Guyana Guyana

MoneyOnMobile India
mService Vietnam

mVola Madagascar
my.wallet Nigeria

Myanmar Mobile Money Myanmar
Oi Carteira Brazil

Pido Nigeria
Pocket Moni Nigeria

Qash Mobile Banking Côte d’Ivoire
Ready Cash Nigeria
Splash Cash Sierra Leone

Tigo Honduras Hondurus
Tigo Money Bolivia Bolivia

VCash Nigeria
Wizzit South Africa
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Table 3: Keywords and Phrases

Principle Key Words and Phrases

Purpose of Data Collection Reasoning, Enhance User Experience, User Experience
Children and Adolescents Children, Children’s Privacy

Accountability and Enforcement Employee, Accountable, Accountability
Collection Process Collect

Definitions Means, Is, Are
Examples Types of Personal Information, Types Of, For Example, Includes

Third Parties Third Party, Third Parties
User Choice and Control Disable, Edit, User Can, Change

Security Security
Sharing Process Share, Sharing Process

Data Minimization and Retention Minimization, Termination, Continue to share, Retention, Retain
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ABSTRACT 
Staff behaviour is increasingly understood to be an important 

determinant of an organisations’ vulnerability to information 

security breaches.  In parallel to the HCI and CSCW literature, 

models drawn from cognitive and health psychology have 

suggested a number of mental variables that predict staff response 

to security threats. This study began with these models, but engaged 

in a broader, discovery-orientated, qualitative investigation of how 

these variables were experienced, interacted subjectively, and what 

further variables might be of relevance.  We conducted in-depth, 

semi-structured interviews consisting of open and closed questions 

with staff from a financial services institution under conditions of 

strict anonymity.  Results include a number of findings such as a 

possible association between highly visible security procedures and 

low perceptions of vulnerability leading to poor security practices.  

We also found self-efficacy was a strong determinant of staff 

sharing stories of negative experiences and variances in the number 

of non-relevant emails that they process.  These findings lead to a 

richer, deeper understanding of staff experiences in relation to 

information security and phishing. 

1. INTRODUCTION 
The roles that staff play in information security (IS) breaches have, 

of late, become increasingly recognised as important determinants 

of an organisation’s IS defence posture.  While the exact 

classification of breach types remains controversial, reports such as  

IBM’s 2014 Cyber Security Intelligence Index claim that ‘human 

error’ was implicated in over 95% of significant data breaches of 

their systems [1].  As such, it is becoming apparent that purely 

technical solutions to information security will not be sufficient to 

address the growing threat to our networks and data posed by cyber 

criminals and hostile entities.   

There are a number of much discussed user failures to comply with 

IS policies that have shown to be largely explicable using 

investigations based around user-education and the usability-

security trade-off.  Examples include; the difficulties in complying 

with password policies [2, 3], giving away too much personal 

information when not required [4], and ignoring warning messages 

when engaging in unsafe behaviour [5].  As these examples 

suggest, this body of work is typically based on ‘user studies’ where 

the dependent variables are either behavioural, or subjective 

observations of the behaviours in question.   This body of literature 

also typically focusses on raising user awareness of cyber threats, 

with the assumption that knowledge will allow people to recognise 

and deal with attacks.  However, a further class of problems 

requires a different investigative lens.  Cyber attackers are now 

recognised as understanding and leveraging the inherent cognitive 

biases and weaknesses of the human information processing system 

[6, 7], enabling them to bypass effortful, deep information 

processing by the user [8].  This is particularly evident in phishing 

attacks, which consist of generic, non-targeted emails, distributed 

widely, that attempt to entice the user to click on a link or open an 

attachment leading to a malware infection or security credentials 

being revealed to the attacker.  These types of exploits are crafted 

with increasing sophistication aimed at bypassing conscious 

processing of the victim and eliciting more automatic behaviours 

characterised by shallow information processing and as such these 

methods require new approaches to mitigate [9].  In the face of 

these kinds of attacks, analyses based on more behavioural methods 

are likely to fall short, explication requiring a deeper engagement 

with the cognitive processes that staff experience when facing 

threats.  In this paper we discuss cognitive models that include 

constructs such as threat Self-Efficacy (SE) and perceived 

Vulnerability (V). These variables, in particular, have been shown 

to predict users deploying protective behaviours to a greater extent 

than knowledge alone [10, 11].  Knowledge is now seen as 

necessary, but not sufficient to arm users against attackers. 

This paper aims to extend the understanding of the human end-user 

within the IS landscape, specifically seeking to understand the 

underlying, presumably causative, cognitive variables that drive 

these behaviours.  This work draws on the literature of cognitive 

psychology and aims to extend the approaches adopted by the HCI 

and CSCW community.  Our study involved the staff of a major 

financial services institution in Australia and New Zealand.  The 

study was aimed principally at understanding factors implicated in 

victimisation via phishing attacks, but had as a secondary objective 

to understand the challenges that staff faced in relation to IS more 

generally.  We were interested in the following research questions:  

 What cognitive variables may be implicated in staff’s 

behaviour in relation to phishing emails? 

 How do staff experience information security within the 

organisation and how does this differ from their perceptions 

at home? 

 What environmental and organisational factors affect staff 

behaviour in relation to phishing attacks and information 

security more generally? 
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After carrying out our study and analysing the results, we 

established a number of emergent themes from the data.  These 

themes are detailed individually in the results section of this work 

and then the implications are considered and additional context is 

provided in the discussion section.  Many of the themes, such as 

staff’s low feelings of vulnerability, variable proportions of non-

relevant emails and willingness to share victimisation experiences 

only if they have high self-efficacy, immediately suggest further 

working hypotheses, the primary of which are discussed in the 

future work section. 

2. RELATED WORK 
Differing approaches to research in cyber security have resulted in 

subtly, but fundamentally different bodies of literature around the 

subject.  Each has its own characteristics such as assumptions, 

methods, and investigative lenses.  One body of work, emerging 

largely from the HCI and CSCW domain, has provided us with a 

rich picture of the behavioural characteristics of users in response 

to IS challenges.  Acquisiti et al. [4] provided an excellent overview 

of the way users make poor decisions about privacy.  Dhamaja et 

al. [12] demonstrated the inability of people to detect well-crafted 

phishing emails, even in ideal conditions, and noted the poor 

response to security indicators such as status bar warnings.  And 

finally users have also been shown to frequently disclose more 

information on-line than they need to [13], and are often willing to 

sacrifice privacy for remarkably small rewards [14].  Overall the 

picture built up by this research is concerning since it indicates that 

people are extremely vulnerable to cyber attacks.  

Much, but not all, of this work is based on an underlying 

assumption that educating the user will fix the problem.  The core 

issue is often understood to be ‘how do we help users learn more 

about security so that they can make better decisions’.  Influential 

papers such as that by Kumaraguru et al. [15] are focussed almost 

entirely on the education issue and the dependent variables of 

interest in the study are all based around the acquisition, retention, 

and transfer of knowledge. 

Arising from this standpoint, an entire commercial ecosystem has 

emerged offering to address the ‘human problem’ of cyber security 

purely through training and education campaigns.  However these 

approaches are rapidly approaching the point of diminishing 

returns, where security professionals are frustrated by the 

persistence of poor user IS behaviour leading some authors to 

suggest that human-based solutions are not feasible and that 

technical solutions are the only way to effectively safeguard 

systems from attackers [16]. 

However, another body of cyber security research has concerned 

itself more with understanding the underlying cognitive variables, 

or mental constructs, underpinning the behaviours of interest.  This 

vein of research has its roots in both health psychology and 

cognitive psychology and promises to extend the efficacy of 

mitigation methods beyond that offered by simple education.  For 

example, Samaya et al. [10] recently showed, in an excellently 

designed study of 3,500 participants across seven countries, that 

user self-confidence in being able to respond to security threats was 

a more than four times larger predictor of their measure of good 

cyber security behaviour, than was knowledge of cyber security 

threats.  Findings such as this, that identify the cognitive constructs 

that drive behavioural models, promise to be able to extend the 

effectiveness of mitigation strategies beyond the limitations of 

current ‘education and training’ approaches. 

Models originally based in health psychology [17] are remarkably 

suited for deployment in the IS domain since the environments are 

in many ways analogous.  Both IS and health involve individual 

behaviour, in situations of uncertainty and in response to threats 

which are often poorly understood, where costs can often be 

temporally far removed and not deemed likely, and where 

compliance with desired protocols (often referred to as response 

costs) is either arduous, or not immediately desirable.  According 

to these models, the challenge of eating well and exercising 

regularly is almost perfectly analogous to deploying strong and 

different passwords on every system you use. 

Many of these current psychological models of behaviour in 

response to threats are derived to some degree from the hugely 

influential Theory of Reasoned Action (TRA) [18].  This model 

proposes that beliefs about a behaviour and evaluations of the 

outcome of a behaviour result in attitudes towards the behaviour, 

and that social influences and motivation result in subjective norms.  

These two constructs; attitude towards the behaviour and subjective 

norms, then interact to result in behavioural intention, which in turn 

predicts the behaviour itself.  Ajzen’s later reformulation of the 

model into the Theory of Planned Behaviour (TPB) [19] involved 

the addition of variables that accounted for a person’s own beliefs 

about their ability to carry out the behaviours in question.  Referred 

to as perceived behavioural control and later disambiguated further 

to variables such as locus of control [20], self-efficacy [17, 21] and 

response-efficacy [22], these variables have a long history of being 

shown to be significant predictors of behavioural intentions.  These 

variables are also deployed in contemporary models of protective 

behaviour such as the Protection Motivation Theory (PMT) [23].  

In short, the constructs encompassed in perceived behavioural 

control suggest that people are unlikely to attempt to engage in a 

behaviour if they think that they will not be able to carry out the 

behaviour in question. Constructs such as these are central to our 

investigations and are discussed in more detail in the discussion 

section of this paper. 

Another prominent model emerging from health psychology 

literature is Rogers’ Protection Motivation Theory (PMT) [11] 

which was derived from ideas about people’s response to fear, and 

suggested that encountering a communication that induced fear 

would induce a threat appraisal process which, mediated by 

variables such as response efficacy, self-efficacy and response 

costs, would result in protection motivation leading to either an 

adaptive or maladaptive response to the threat.   

More recently still, in the cognitive domain, dual route models of 

information processing such as the Heuristic Systematic Model 

(HSM) have begun to be applied specifically to the problem of 

phishing victimisation with notable successes in predicting user 

behaviour [9, 24].  Dual Route models suggest that users often 

engage in little elaborative, deep (‘system 2’) information 

processing when scanning emails, and rely instead of more shallow 

(system 1) information processing based on simple heuristics such 

as calls to authority, urgency cues and social proof [25] to make 

fast decisions about whether to respond or not [8].  These models 

suggest that regardless of a users’ knowledge of threats, when 

scanning an inbox for messages to respond to, users often engage 

in very shallow cognitive processing of email cues such as sender 

and subject line, meaning that they are not deploying the knowledge 

that they have about these cues.  This results in important signals 

such as malformed email addresses (type-jacking) escaping 

attention.  According to these theories, in this low level of cognitive 
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engagement with the task, people are more likely to respond to 

simple heuristic rules of thumb such as ‘this email is marked as 

urgent’ and ‘Oh this is a reputable brand – it must be ok’ and are 

therefore enticed to click on emails that would, if given more 

thought, appear suspicious. 

3. THEORETICAL FOUNDATIONS 
In this section, we discuss the theoretical standpoint from which 

this research was carried out. 

We sought to set out from the previously established findings but 

engage in a more discovery-orientated investigation.  Thus we 

aimed at uncovering the ‘unknown unknowns’ of this particular 

space and thereby be better equipped to later select specific models 

to apply – or develop new models altogether. As such, we deployed 

qualitative methods, with the aim of gaining insight into the 

cognitions, work contexts, motivations, normative influences, and 

everyday practices of staff as they experience phishing attempts. 

Although our approach was not a full implementation of grounded 

theory, we deployed many of the techniques prescribed by this 

method, seeking knowledge from the ground-up and asking 

questions with varying degrees of specificity in order to probe 

specific areas of interest. 

Qualitative methods are useful for identifying new and 

undiscovered phenomena, providing deeper insights into user 

experiences than quantitative measures can provide, may be 

transferable to populations equivalent to the sample group and can 

uncover themes that may be later tested with more quantitative 

approaches [26].  Furthermore, the depth of detail and nuanced, 

semantic-based responses provide a richer, deeper understanding of 

the problem-space than offered by higher-n quantitative studies 

with less time devoted to each subject [27]. 

In this, our research was successful in that it uncovered evidence of 

both a number of widely reported dynamics and phenomena in the 

field, as well as promising results that were novel or even 

contradicted prevailing knowledge in the literature.   

4. INSTRUMENT DEVELOPMENT 
Starting out from the variables deployed by the theories above, we 

developed a 38-item questionnaire with questions grouped by 

topics: Knowledge, Attitudes, History, Practices, Contexts and 

Identity (see appendix A for the complete instrument).  Since we 

sought to extend our investigation beyond the known, specific 

constructs of the models in question, we formulated many open 

questions designed to elicit non-structured, wide-ranging 

responses.  An overview of the literature consulted in the process 

of developing the questions for each topic is included below. 

4.1 Knowledge 
Individuals’ knowledge of cyber security threats as well as 

computer literacy and expertise have been proposed as important 

determinants of protective behaviours.  Furthermore, specific 

variables such as threat awareness and countermeasure awareness 

have been posited as predictors of IS policy compliance [17].  

However, as Stephanou showed [28], while education/training 

campaigns have measurable impact on staff knowledge of the 

desired behaviours, they are not necessarily correlated with actual 

subsequent behaviour suggesting that education is necessary but 

not sufficient to mitigate victimisation.  As such, the questions 

included in the Knowledge topic were designed to gauge the depths 

of people’s understanding of the domain generally, as well as elicit 

more emotional and relational perceptions of their role and 

interactions with others in this context.  We wanted to understand 

how participants thought of and spoke about IS and how it affected 

them in their everyday work lives.  Therefore we developed five 

questions (Q1,Q1A-D, see Appendix A) and grouped these under 

the Knowledge topic.  These were deliberately broad, open 

questions, designed to elicit conceptions about security in the most 

general terms possible and in ways that were most cognitively 

available and important to participants.  Q1-B was designed to elicit 

conceptions around who were the actors in the IS space – both 

within the organisation and outside – to try to understand whom 

participants interacted with and had relationships with in relation to 

the subject. 

4.2 Attitudes 
Ever since La Pierre showed that when questions about attitudes 

are posed broadly they are poor predictors of specific behaviours 

[29] attitudes have long been known to have a complicated 

relationship with behaviour.  As such we set out to understand how 

the most commonly implicated variables in IS behavioural models 

of attitudes were experienced by staff and what kind of situational 

factors fed into these variables.  We were also interested in people’s 

value systems and how ideas about the importance of IS impacted 

on their intention to comply with mandated security protocols. 

Perceptions of vulnerability have been found to be important 

predictors of people engaging in protective behaviours in a number 

of models such as the PMT [30].  Perceptions of fear are also central 

to the threat appraisal process described in this model [11, 31].  

Thus we were specifically interested in ideas around vulnerability 

and fear and formulated questions Q2 to Q4B in a manner that 

illuminated the contexts in which they are evoked, and categorised 

these as belonging to the ‘Attitudes’ Topic. 

4.3 History 
We were interested in the effects of previous phishing or fraud 

victimisation on subsequent behaviour and attitudes.  Research into 

related constructs such as ‘threat awareness’ and ‘domain 

knowledge’ has yielded mixed results.  Wang et al. [32] showed 

that prior ‘scam knowledge’ decreases attention to ‘visceral 

triggers’ and increases attention to deceptive elements in fraudulent 

emails.  However Vishwanath et al. [33], deploying a dual process 

model of information processing, found that domain specific 

knowledge (a construct including experience and exposure) 

significantly predicted elaboration likelihood (deeper processing of 

information according to dual route theories) in only one half of a 

split-half test population and the relationship was therefore only 

partially supported.  However, in both these cases experience was 

not directly related to previous victimisation and instead consisted 

of education and exposure to information without the negative 

outcomes associated with actual victimisation.  On other hand, 

Böhme et al. [34] found that experience with e-commerce fraud was 

likely to reduce subsequent on-line purchasing behaviours, but that 

as a predictor, the effect size was less than ‘general concerns’ and 

‘personal concerns’.  In a result that may explain some of the 

variance in findings above, Yu [35] found that victimisation 

experience significantly affected subsequent fear of cybercrime for 

cyber bullying, digital piracy and computer viruses – but not for on-

line scams, suggesting that post-incident fear perceptions are 

dependent on the nature of the crime itself.   
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In light of these seemingly variable findings, we developed a 

number of questions aimed at understanding participants’ real 

world experience with phishing victimisation and cyber-fraud and 

how these experiences affected their subsequent and ongoing 

practices and cognitions around IS (Q5-Q12). 

4.4 Practices 
We were also interested in staff’s experiential relationship with 

specific known challenges for IS.  The questions in this topic were 

designed to elicit discussion on behaviours around passwords, use 

of free Wi-Fi, and then, in more detail; email practices (Q13-Q17).  

The relationship between system usability and restrictive security 

procedures has been much discussed.  For example Post and Kagan 

[36] showed that increased requirements around the complexity and 

diversity in user-generated passwords resulted in ever increasing 

cognitive demands often leading to more risky behaviours (such as 

writing passwords down).  This particular security-usability trade-

off is also highly explicable to users and as such, we wanted to 

understand both their practices and attitudes towards password use 

as a proxy for more general behaviour around IS. 

Since the financial institution involved in our study had a long-

standing and significant investment in IS education including an 

extensive training program, an information portal, phishing drills, 

and awareness events we were also interested in staff awareness of 

and response to these engagements (Q18-22). 

There has also been discussion about what educational formats are 

most effective at engaging staff [37] – so we asked about both staff 

appetite for more learning – and their ideal format for educational 

materials (Q23). 

4.5 Contexts 
Behaviour does not occur in a vacuum, and as such we were 

interested in gaining insight into the environmental and 

organisational factors that impact on the work practices associated 

with phishing victimisation.   Much of this section was specifically 

designed to elicit information about staff practices in relation to 

email as the primary vector for phishing attacks. 

Dual route models of information processing suggest that users 

typically engage in little elaborative information processing when 

scanning emails, and rely instead of more shallow evaluations 

based on heuristics such as calls to authority, urgency cues and 

social proof to make fast decisions about responding [3, 16].  

Importantly these attentional-based theories suggest that education 

is unlikely to be sufficient to curb risky behaviour if the user never 

engages their implicit knowledge of the subject matter in order to 

evaluate threats.  These attentional models also suggest that a new 

range of variables – such as workload, attentional resources and 

task demands (as well as individual differences such as need for 

cognition [8]) are important determinants of phishing victimisation.  

Mark et al. [38] showed that some email usage patterns result in 

users feeling cognitively overloaded and stressed.  This, in 

conjunction with the finding by Vishwanath et al.  [33] that the 

number of emails that users engage with daily (email load) 

significantly increased the likelihood of falling for phishing attacks, 

suggest that the sheer volume of emails people respond to provides 

significant challenges to people’s available cognitive resources to 

evaluate threats.  Mark et al. also noted different patterns of 

behaviour around responding to emails, such as users who process 

in ‘batches’ at pre-determined times, to those who check their inbox 

constantly throughout the day, and those who respond to 

notifications in real-time.  The ramifications of these different 

patterns of email interaction on phishing responses has yet to be 

investigated so we formulated Questions 24-29 in order to better 

understand staff behaviours in this area.  

Additionally, two much discussed variables in IS behaviour are 

those relating to the punitive measures that organisations deploy in 

response to poor staff security behaviour, specifically perceived 

certainty of sanctions and perceived sanction severity.  These 

variables are controversial since while prevailing thought within 

the criminologist domain suggests that increasing these variables 

leads to more desired behaviours [39] – other studies have shown 

that they are only weakly predictive [29], particularly when there 

are avenues to neutralise the effects of their non-compliance [41]. 

Furthermore, we were also interested in the normative environment 

in which participants existed and informational and cultural 

influences on staff attitudes.  Dodge et al. [42] amongst many other 

has shown that staff who have leaders that espouse IS protocols and 

lead by example are more likely to adopt good practices 

themselves.  Flores et al. [43] showed that both the variables of 

transformation leadership (where leaders involve subordinates in 

decision making and driving change) and IS culture were both 

significant predictors of IS awareness which in turn had significant 

effects on intrinsic beliefs and then intentions.  In terms of social 

norms and peer influence, Ifinedo [21] deployed Social Bond 

Theory to show that the four constructs of attachment (to an 

organisations values), commitment (to an organisations goals), 

involvement (in an organisations goals) and personal norms were 

all significant predictors of subjective norms and that subjective 

norms had a positive effect on attitudes towards IS policy 

compliance.  As such, we asked a number of questions (Q31A-C, 

Q32A-C) about where people learnt about IS from, and then also 

about whether they talked about, learnt from or thought of as valued 

by both peers and managers.   

4.6 Identity 
In models derived from Ajzen’s Theory of Planned Behaviour, as 

well as later variants such as the PMT, various elements of a 

person’s ideas about their selves, such as locus of control, self-

efficacy and response efficacy have been shown to be important 

predictors of behaviour [44].  Furthermore, motivation has been 

shown to have a causal relationship with elaborative processing, as 

expressed in more attention-based models such as the HSM.  

However, in a finding that poses challenges for motivational-based 

models, Floyd et al. [23] showed evidence that that self-efficacy 

was not correlated with elaboration likelihood in evaluating 

phishing emails whereas level of involvement was.   

Therefore, in addition to the ideas about subjective norms which 

we included in the contexts section above, in this subset of 

questions (Q33-Q38) we wanted to understand how staff engaged 

with their work practices in ways that may be affected by such 

variables such as self-efficacy, response-efficacy, responsibility 

and locus of control. 

5. METHOD 

5.1 Participants 
18 staff situated in Australia (4) and New Zealand (14) from a 

major financial services institution, took part in the study (8 female, 
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10 male).  Staff were recruited via emails sent to a cross section of 

staff.  Some organic recruitment also took place as staff began to 

forward the invitation to colleagues.  Staff were offered the 

opportunity to win double movies passes as recompense for 

participation, were instructed as to the anonymity protocols 

involved and informed of the voluntary nature of the experiment 

via the automated, sign-up web service provided by the bank.  

Participation consent, and consent for the experimenters making a 

recording was provided at the beginning of the interview session.  

The functional roles of the participants are listed in Table 1 below. 

Table 1: Functional roles of participants of the study. 

Position Category Number of participants 

Customer services, support 

and sales 

4 

Technical + Operations 8 

Managers 2 

Finance and Risk 4 

5.2 Apparatus 
The 38-item questionnaire had questions grouped by topics: 

Knowledge, Attitudes, History, Practices, Contexts and Identity 

(see appendix A for the complete instrument).  Many questions 

were open and designed to elicit extensive, wide-ranging responses.  

Since we had limited time (30 minutes per interview), insufficient 

to administer all questions, a randomly selected subset of topics was 

differentially applied to each participant – with the exception of 

Knowledge questions – which were applied to all participants.  

Coverage of topics across participants is detailed in table 2.  As 

many topics were applied to each participant as time permitted.  

Some participants offered much more detailed, and therefore time-

consuming responses than others, leading to an uneven number of 

topics covered by different participants. 

5.3 Iteration 
After the first two days of interviews, consisting of 12 participants, 

an initial analysis of responses was made to determine emergent 

themes.  Based on this analysis, seven additional questions (Q201-

207) were developed and then were administered to the remaining 

participants during the second interview session, referred to as 

‘round two’.  These questions were interleaved with the existing 

questions according to their topic.  The responses arising from these 

questions are discussed in the results section according to the 

category that gave rise to each question. 

5.4 Procedure 
All interviews were carried out remotely with participants ‘dialling 

in’ to a conference call from their premises.  The interviewers 

remained at Data61 premises and were visible via webcam for the 

first four interviews – but then, after finding that this was of limited 

utility, for all subsequent interviews only audio was used.  

Participants only provided audio and were never visible to the 

interviewers.  Throughout the recruitment process, participant 

anonymity was stressed, and owing to the protocols we deployed, 

participants were only known to the interviewers by their ‘Made-

up’ ID provided by the bank.  This approach seemed to reassure 

interviewees, and they appeared to speak freely and without 

evidence of much social desirability bias present in their responses.   

5.5 Coding  
Interviews were transcribed in full by various authors, with one 

interview being lost owing to a failure of audio recording 

equipment.  For this participant detailed interviewer notes were 

used for analysis.  All coding was then carried out by the main 

author, with frequent access to the original recordings for 

clarification.  Coding began with categories suggested by the 

cognitive variables in related work as detailed in sections 3 and 4.  

Additional categories were then developed from the data itself as 

analysis progressed and ones where known variables did not yield 

fruitful new information were abandoned. For each category 

identified, the entire body of transcripts was then re-analysed for 

additional data pertaining to the category uncovered.  Further 

distinctions were made within categories as the data suggested 

leading in some cases to new questions being developed and 

deployed in round two of interviews.  Eventually a two level 

taxonomy of findings was established consisting of general 

categories of responses with sub-themes.  Through this process, we 

achieved saturation, i.e.: a state where little fresh information 

emerges from subsequent interviews because all the main themes 

have been uncovered, within our 18 participants [27]. 

Table 2. Basic demographics and coverage of topics by 

participant. 
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P1 45-54 M 6 Yes P   Yes   

P2 45-54 M 10 Yes Yes Yes P Yes Yes  

P3 35-44 M 6 Yes Yes P Yes  Yes  

P4 35-44 F 16 Yes P  P  P  

P5 35-44 F 8 Yes Yes  P Yes   

P6 35-44 M 10 Yes   Yes  Yes  

P7 35-44 F 20 Yes Yes   P Yes  

P8 35-44 M 2 Yes   Yes Yes   

P9 35-44 F 16 Yes Yes P Yes Yes Yes  

P10 20-24 M 2 Yes Yes P Yes  P  

P11 25-34 F 7 Yes  P P    

P12 25-34 M 1 Yes Yes   Yes   

P13 35-44 F 5 Yes Yes Yes P Yes Yes Yes 

P14 45-54 F 1 Yes Yes Yes P Yes Yes Yes 

P15 35-44 F 14 Yes Yes Yes Yes Yes Yes Yes 

P16 45-54 M 3 Yes Yes Yes  Yes  Yes 

P17 25-34 M 10 Yes Yes   Yes Yes Yes 

P18 >64 M 3 Yes Yes Yes  Yes Yes Yes 

Note: P = Partial coverage of questions for this topic. 

6. RESULTS 
Results are presented in three categories, organised by the themes 

emerging from the interviews themselves: information, education 

and knowledge sharing; experience of email practices; perceptions 
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of threat, vulnerability and responsibility.  Note that these 

categories and themes arise from the data itself and are therefore 

not directly related to the topics in which the questions were 

originally grouped. 

6.1 Information, education and knowledge 

sharing 

6.1.1 Passive learning is taking place, but active 

learning needs to be facilitated 
We asked several questions designed to establish staff’s sources of 

information about IS and their engagement with and opinions of 

those sources of information (Q18, 19, 20, 21, 22, 23 and 31A, 

31B).  We found a wide variety of practices around learning about 

IS including: 

 Learning at specific training events 

 As part of their job requirements (noted for staff in more 

technical and IT related positions). 

 The bank’s intranet. 

 Weekly email bulletins. 

 Monthly email bulletins. 

 Outside sources of information such as IS websites and 

third party company security warnings. 

Staff generally stated that they received information about IS and 

viewed this information in a positive light and as a necessary part 

of their responsibilities within the bank (see more detail on this in 

section 6.3.5). 

But importantly, it should be noted that most of the modes of 

education staff referenced are passive – and when asked about 

where staff would go if they had questions about IS issues – there 

was a high degree of uncertainty. 

“I don't even know if we've got that kind of stuff on our 

website.”   P6 

“I said before I don't think we have specific training on cyber 

crime. There's no specific modules around it…” P7 

“I would probably go to <name of internal corporate intranet - 

redacted>.  And I would search for security and probably email 

them or call them and let them know something that had 

happened, and if they're not the right person then ideally they 

help you find who the right person is.” P14 

6.1.2 Happy to scan an information email for new 

knowledge 
While asking participants about their sources of information on IS 

we uncovered a recurring pattern of usage of information received 

via email bulletins.  Participants, at all levels of security awareness, 

expressed positivity about receiving periodic information about IS.  

When prompted to elaborate on this engagement many responses 

were characterised by the idea of there not necessarily being much 

new in the content, but being willing to scan over the information 

to search for any new pieces of information.   

“…yeah it's definitely good reminders… It's timely, I don't think 

it's overwhelming…” P5 

“…there's nothing I would read word for word, but I would 

definitely scan my eyes over it.” P13 

“I would say it's mostly a repeat. I can see what they're trying 

to do, and that, the intent of the bank as an organisation needs 

to insure that all of the staff understands the whole deal. So, the 

information that comes to where I am is fairly regular.” P16 

This finding is an encouraging indicator that staff value periodic 

information provided by their employer and furthermore have 

developed nuanced and agentic levels of engagement with these 

channels to extract information that they see as pertinent to them. 

 

6.1.3 How would people like their information 

presented?  Short, snappy and based on real-life 

scenarios 
Participants experience with information delivery was of particular 

interest to us so Q23 was specifically crafted to uncover ideas about 

preferred format of IS information and training.  While short videos 

were mentioned occasionally, most respondents expressed a clear 

preference for text-based communication and brevity was seen as 

an important requirement.   

Furthermore, a number of respondents all converged on a single 

underlying theme – the desire for education based on user 

experiences, outcomes and specific mitigation techniques. 

“When you’re building something around info security training 

if it's a real life thing that actually happened.” P3 

“I think something that is a brief short and sharp one or two 

reduced snippet sort of a thing which says look: 'here is what 

happens if you did this and here is how you could avoid that'.” 

P8 

“But I would really, really ask for something very brief.  I feel 

as if people just LOVE filling up a page with words.  And I think 

bullet points.  Can't go past a bullet point.” P13 

Participant responses indicated a set of highly specific criteria for 

information consumption, characterised by ideas of brevity and the 

desire for information that is tied to their own personal experiences 

and practices. 

6.1.4 Communicating after a bad event – The 

implications of prior experience 
We asked participants about their previous experience with both 

phishing email victimisation and on-line crime more generally.  We 

were interested in how staff experienced these incidents and what 

meanings they ascribed to the events and then further how it shaped 

their ongoing behaviours. (Q6-Q10).  In analysing the resultant 

responses, we noted that responses to Q10 (‘Did you tell anyone 

about it?’) varied in what appeared to be a systemic manner that fell 

into two distinct groups of responses.    

Group 1:  

Participants reported telling friends and colleagues about a 

negative IS incident following the fact.  In all cases, the stated 

motivation was to assist others in avoiding the same problem 

that they experienced.  Interestingly in all cases where 

participants reported broadcasting their negative experience, 

they also demonstrated high levels of technical awareness and 

rated themselves as highly competent with computers.   
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“I certainly did.  I spoke to my colleagues, my friends, sort of 

tried to make sure that people are not getting into that.” P8 

“Uhh yeah I did tell my colleagues about it, yes. ” P17 

Group 2: 

Participants suggested that they did not want to tell anyone 

about their experience and specifically thought that it would 

reflect badly on them.  In these cases, participants saw 

themselves as being less technically adept. 

“I may not umm more so if people think ‘how dumb she is’ 

<laughs>” P15 

“Oh definitely - I was definitely embarrassed.  A sense of 'how 

did I not see that?” P6 

6.2 Experience of email practices 

6.2.1 Scanning your inbox – where mistakes happen. 
When asked about the quantity of emails employees received in a 

given day, participants volunteered a wide variety of responses 

ranging from ‘10’ to ‘thousands’.   However, despite this variety a 

common theme emerged of the process of quickly ‘scanning’ their 

mailbox for important items in order to identify items that were 

important or time sensitive.   

“You tend to - where you might have glanced at an email before 

and read a few sentences from the subject heading - to know a 

bit more before you make that judgement - when it's busy and 

you're stressed - you look at the subject header and you look at 

the 'to' box and if you're not in there and if you’re not called 

out in the subject as action - you don't look at it.” P6 

“So if it's someone I'm currently working with I'll read it 

straight away.  If it's like - a general email to a lot of people - 

then I'll be like 'Well do I have time?  Nope - I'll look at it 

later'.” P2 

“I would quickly look at who sent it and the content - oh not the 

content - the subject line and determine whether it's worth me 

looking at it straight away then I'll flag emails myself to what 

priority.” P5 

This finding on its own may not be significant, but when coupled 

with both the findings about the amount of non-relevant emails 

(section 6.2.2) and staff’s periodic variance in workload (section 

6.2.3) – this may be an indication of circumstances when people’s 

cognitive processing of emails is more shallow during busy work 

periods and are therefore more likely to click harmful links and 

attachments. 

6.2.2 Some people receive high volumes of non-

relevant content 
Email practices are obviously a primary consideration when 

investigating staff behaviour in response to phishing attacks.  We 

asked a number of questions designed to elicit staff experiences 

around practices and contexts when processing incoming emails – 

both at work and at home (Q15-Q17, Q24-Q29, Q35, Q38).  During 

the initial analysis of session one interviews, we noted a consistent 

theme emerging where participants would nominate a number of 

emails that they would receive each day, but then would later 

modify that amount in respect to how many they thought were 

actually relevant to them.  As a result we added Q207 (‘Do you get 

a lot of emails that aren’t really relevant to you?  Or are trivial?’) 

to the interviews for participants in session two. 

We uncovered that some, but not all, participants talked about 

having to deal with large numbers of emails that were not 

particularly relevant to them, or were trivial.  These included: 

 FYI emails where people were generating a paper trail in 

order to share responsibility or visibility for a decision or 

process, but again no action was required of the recipient. 

 Spam (non-phishing) emails. 

 Magazines and informational emails (presumably via 

subscription). 

 ‘Marketing’ and promotional emails (presumably un-invited 

and as a result of submitting user details to an external 

party). 

“Umm yeah a lot of the emails are sort of marketing emails.” 

P17 

“Definitely.  … you'd get in any given day where you would 

skim read it and say 'ok, great, fine, filed'.” P6 

6.2.3 Periodic variations in workload 
Participants were asked several questions focussed around email 

practices and time pressure at work (Q24 - Q29).  After round one 

of interviews, initial analysis showed that many participants found 

it difficult to respond to these questions systematically because of 

the variation in their workload over time.   We therefore developed 

two additional questions (Q201, Q203) that were asked of 

participants in session two interviews, specifically aimed at 

exploring this phenomenon. 

We found that while a few described their positions as being 

reasonably stable in terms of workload and time pressure, others 

indicated a large amount of ‘seasonal’ variation of these attributes. 

“It can get crazy busy, it can get insanely busy and at other 

times - it can be quite relaxed.” P2 

“Our days are very umm… no single day is the same.” P5 

“There are phases when it's very, very busy and you definitely 

do feel the pressure.  But that phase comes once every few 

weeks.  And then it <unintelligible> goes back to normal where 

it's not so much of a time pressure. … I think my behaviour 

changes significantly at that point in time, or during those 

phases.” P8 

Furthermore, when we probed deeper and asked participants to 

expand on their email practices during these different periods – 

many staff stated that they thought these would vary considerably 

according to the workload at the time. 

“When it's busy and you're stressed - you look at the subject 

header and you look at the 'to' box and if you're not in there 

and if you’re not called out in the subject as action - you don't 

look at it.” P6 

“If it's like - a general email to a lot of people - then I'll be like 

'Well do I have time?  Nope - I'll look at it later.” P2 
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6.3 Perceptions of threat vulnerability and 

responsibility 

6.3.1 ‘At work I feel safe’ – Lack of vulnerability 
In order to explore staff feelings around feelings of vulnerability 

we asked the question: ‘Do you feel vulnerable to IS threats?’ 

(Q4A).  The majority of responses indicated surprisingly low 

feelings of vulnerability in response to this question.   

“Umm at work I feel confident. Umm that our technology team 

work very hard.” P5 

“No.  Not in the slightest.”  (Q4A) P13 

“…probably not so much at work... because I'm pretty sure I 

feel like we've got good processes in place at work…”  (Q4A) 

P4 

The few responses that did indicate some degree of vulnerability 

were only offered by staff with high levels of cyber security 

awareness, and were couched in terms of nothing being fully 

secure. 

“Well everything is vulnerable - You never know.” P12 

“So I feel like because I'm aware and I know to speak up about 

it and double check things, that I am quite safe, myself ... umm 

however I guess it always plays in the back of your mind.”  P6 

6.3.2 Information security in home contexts – Far 

more vulnerable, but less to lose 
While we noted a high degree of confidence in the bank’s security 

apparatus generally to protect them from the worst of information 

attacks, (see section 6.3.1), there seemed to be an acute 

consciousness amongst staff interviewed that these defence 

mechanisms were not available at home or on their personal 

devices.   Thus for interview session two we added Q202: ‘So what 

is the difference between thinking about, or IS practices at home 

compared to at work?’  Responses to this question reinforced the 

finding that feelings of vulnerability were higher at home than at 

work. 

“Whereas at home - you're that person that is susceptible to all 

those things - and those safety measures that the organisations 

put in place so therefore you think that much more about it.  Or 

you SHOULD think that much more about it.” P6 

“And personally - umm - outside of work umm <laughs> - not 

so protected!” P5 

“I might be even more conscious because I know that if 

anything goes wrong I'm going to have to sort it out - whereas 

at work if it goes wrong at least we have support networks to 

help us.” P9 

Additionally many participants reported differences in the sense of 

ownership/responsibility of the problem-space compared with at 

work.  This was particularly true for employees who take on a lead 

role in managing IT systems for their household.   

“At home you are tech security - well I am.  <laughs> Whereas 

at work I'm not.” P3 

“I'm forever telling my wife of the latest scam that's happened.” 

P6 

But counter-intuitively, participants often reported more 

permissive and less stringent IS behaviour in the home and 

specifically talked about this in the context of the consequences 

being less important.  This finding is mysterious and requires 

further investigation – specifically operationalising constructs 

around locus of control, vulnerability and threat severity.   

“…but at home there's more risk because I probably don't have 

as strong a firewall.” P7 

“When I'm at home, I'm a bit more loose with my emails but I 

don't click on links.” P10 

6.3.3 Got scammed?  Money was returned so no real 

loss!  Lack of vulnerability 
After investigating feelings of vulnerability, we extended our 

research into the area of perceived consequences of IS breaches. 

After identifying those participants who had experienced an 

episode of cyber fraud, we probed extensively into their 

experiences and reactions (Q5-Q9).  We found that in all cases, 

respondents reported that the fraudulent transactions affecting their 

accounts were reversed by the bank.  In some cases this happened 

quite quickly, while in one case only a partial reimbursement took 

place.  All staff had banking accounts with the financial institution 

in question.  When discussing these events, respondents were 

highly positive about their bank’s response and offered high 

estimations of the bank’s processes in these cases. 

“But <bank name redacted> were brilliant.  Seriously.  Within 

24 hours I think they had replaced the limit and 

<unintelligible> take care of it.  So for me -whatever happens 

after that, doesn't really matter.” P13 

Interviewer: “In your case there was no consequence because 

it was stopped pretty much immediately, is that right?”  

Participant: “Yep.” P18 

This can be seen to equating to the much discussed variable of 

threat severity which has also been discussed extensively as 

contributing (when high) to protective behaviours.   

6.3.4 Security failures equated with loss of trust in 

the bank 
In order to try to understand ideas of loss and the perceptions of 

consequences of poor IS behaviours we asked Q1d (‘Why is 

information security important?’) and then also Q12 (‘What is the 

worst thing that could happen as a result of a phishing attack on 

you?’).  As well as a host of responses detailing specific worst case 

scenarios centred around data loss and fraud, we noticed a repeated 

theme amongst many of the participants who volunteered that one 

of the worst consequences of successful attacks would be the 

reputation of the bank itself.  It would appear that staff are highly 

cognisant of the wider implications data breaches and place a 

consistently high value on the reputation of the bank. 

“…because at the end of the day - it is going to affect the um - 

what is the word I'm looking for - the name of my employer. So 

<bank name redacted> at the end of the day will be affected 

and we don't want it to be named and shamed in any way. So 

the reputation is at risk.” P15 

“We’re a bank, banks are built on trust, if we don’t have the 

trust of our customers, we’re out of business.” P1 
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“And the potential is, if we do it wrong, really badly wrong - 

and we lose that money - it's not a good thing.  And I think 

primarily trust.  Customer trust in us.” P3 

“Because as a bank, we have a very high trust mandate…” P16 

 

6.3.5 Responsibility for security – and identifying 

with the bank 
Since a higher internal locus of control has been shown to be a 

necessary but not sufficient antecedent of engaging protective 

behaviours we operationalised this concept in several questions 

designed to elicit staff attitudes towards who was responsible for 

preventing IS attacks (Q1b, Q1d, Q3).  During the initial analysis 

and iteration process after interview session one, we noted that 

many people talked about this issue quite specifically in relation to 

their perceived identity – as an employee of a bank, so we added 

Q204 (‘So you work for a bank – does that bring with it any special 

responsibilities and roles?’) for interview session two. 

We noted that staff universally offered two primary observations 

about their perceived responsibility for IS.  Firstly – and almost 

always offered as a response to Q1b – people volunteered that they, 

as an individual, were the primary actor and determinant in this 

space. 

“Me as an individual I am primarily responsible for my own 

security…” P14 

“Well I think I'm the primary.” P13 

“It's yourself and anybody who's responsible for public and 

private networks, and the ownership of those.” P18 

“I think it starts with you as a person. But I think everyone is 

involved…” P11 

This assertion of individual responsibility was then almost always 

followed by a secondary consideration – that of a shared 

responsibility with others – primarily the bank – but often 

institutions generally and the collective ideas of the staff at large – 

all seen as powerful outside forces in the equation. 

“So, cybersecurity as a holistic level really comes back to the 

education of everyone.” P16 

“…everybody's! <laughs> Everybody who is involved in the 

network and anybody who's responsible for their own 

approaches <unintelligible> and use of the system.” P18 

“Everyone should be aware of what's happening….” P2 

“Protect my details as much as I can possible, I absolutely 

would take full responsibility for that.  But at the same time I'm 

happy to lean on the bank when things do go pear shaped.” P13 

 

7. DISCUSSION 
Analysis of participant responses revealed a number of novel 

observations as well as confirmed some findings well established 

in the literature. Here we discuss the wider implications of these 

findings on future work in this domain as well as possible real-

world applications to combat cyber-crime. 

7.1 Information, education and knowledge 

sharing. 
Since knowledge of cyber threats has been shown as a necessary 

but not sufficient pre-requisite for users carrying out appropriate 

protective measures [40], the insights established when asking 

about how users receive and participate in information sharing are 

encouraging.  In section 6.1.1 we learnt about how participants’ 

learnt about IS and engaged with a wide variety of sources of 

information.  However, much of this information seemed to not 

comply with basic instructional design principles such as those 

discussed by Kumaraguru et al. [15].  Furthermore when asked 

about where users would go if they had questions, there was much 

uncertainty, suggesting that, in this particular context, more active 

modes of information acquisition should be further facilitated.  In 

particular, this reflects a lack of the basic instructional design 

principles iterated by Kumaraguru et al. where training was most 

likely to be effective when offered at the right time – i.e.: when 

participants were interested in learning or those moments when the 

information is particularly salient.  This distinction between passive 

and active learning raises interesting questions about what 

additional protocols can be developed to meet staff needs and how 

active learning behaviours varies across the population in question. 

In section 6.1.2, we showed that the participants we spoke to were 

not fatigued by regularly scheduled information broadcasts from 

the bank and that these established communications conduits were 

perceived as useful.  More specifically, a behaviour pattern that 

repeatedly presented itself whereby users would scan over periodic 

IS related bulletins, assess what was relevant to them and then 

engage with new material that they deemed relevant to them, 

indicating a nuanced and agentic engagement with these sources of 

information.  This process is also interesting in relation to our 

finding in 6.1.3 where the desired modes of information 

presentation (brief and based on personalised and highly situated 

stories) were both immediately cognitively available to users as 

desirable and quite specific, again reflecting Kumaraguru’s et al. 

[15] instructional design principles of personalisation, contiguity 

and story based agent environment as well as the findings by 

Harbach et al. [45] on the effectiveness of information 

personalisation.  This reinforces the need for increasing the 

bandwidth of existing channels of information to staff by adopting 

principles of brevity and presenting narrative based information 

based on specific user personas.  Furthermore, this supports an 

emerging trend by industry where education efforts are 

personalised for different categories of user in order to increase 

relevance and engagement.   

When asking about information sharing with peers generally 

(section 6.1.4), no consistent pattern of responses occurred, 

however when probing into experiences of cyber-crime 

victimisation, an interesting theme emerged.  Staff with a self-

image of being highly computer–literate and technically ‘savvy’ 

seemed more likely to communicate to others about their negative 

experiences, than those with less certainty about their technical 

skills.  For those with low technical self-efficacy, cognitions around 

victimisation were more centred around the risk of appearing 

foolish or careless if they talked about their experience.  Since an 

oft stated goal of IS culture is to increase normative information 

sharing [46] - from an organisational standpoint this would imply 

that reaching out to those with high levels of confidence in their 

technical abilities may facilitate the development of localised 

‘champions of change’ throughout the organisation.  This approach 
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would extend the work by Sauvik Das et al. in the area of social 

proof, where normative influence was shown to significantly 

increase uptake of additional FB security features.  Furthermore 

this approach specifically suggests avenues to overcome the 

significant challenge for deploying on social proof dynamics where 

engaging in protective technologies is not easily visible to others. 

7.2 Experience of email practices 
While the HCI literature has grappled extensively with the 

phenomena of email processing and problems such as overload [38] 

and interaction patterns such as task switching, interruption lag and 

resumption lag [47], leveraging these findings in order to mitigate 

phishing threats has remained elusive.  However, more recently, 

models emphasizing the attentional aspects of phishing 

victimization have appeared promising.  The Heuristic Systematic 

Model (HSM) with its focus on competing (and interacting) 

shallow and deep information processing mechanisms has been 

shown to predict some degree of phishing victimization.  As such 

our discovery of a number of real-world phenomena present in staff 

email usage that are likely to impact on the application of models 

such as the HSM to the problem may prove useful in future efforts. 

We found evidence of shallow processing of incoming emails when 

people talked about ‘scanning’ their inbox for emails that needed 

an immediate response (section 6.2.1). This reflects Neustadter’s 

behavioural findings of the email triage process [48], such as the 

common tactic of attempting to remove trivial emails in order to 

make it easier to find more important ones.  However, this 

behavioural analysis needs to be extended by a deeper 

understanding of the mental processes involved in order to 

effectively mitigate phishing victimisation.  Models based on 

attentional theories, such as the HSM offer good utility here.  An 

example can be found in Xu’s  [8] exposition of the likelihood of 

elaborative processing in email processing according to personality 

traits such as need for cognition and contextual variables such as 

recipient expertise and recipient involvement (a motivational 

factor).  Based on a similar dual process model, Vishwanath et al. 

[33] showed that most email is processed peripherally and that SE 

was an important factor in users engaging in elaborative processing.  

Furthermore, in findings that extend  the exposition by Neustaeder 

et al. on the email triage process, Floyd  [23] showed that that calls 

to scarcity or urgency cues in phishing emails resulted in higher 

levels of user response owing to the dominance of 

peripheral/shallow processing strategies.   

This understanding of engagement with incoming emails is likely 

to be complicated by our finding of substantial variations in 

workload over time (see section 6.2.3).  Participants asserted that 

the way they process their inbox is qualitatively different 

depending on how heavy their workload is at the time – possibly 

explaining some of the variation in the effectiveness of other known 

predictors of systemic information processing such as desired 

confidence and motivation.  This may also go some way to 

explaining a much discussed phenomena in the security services 

industry around phishing emulations where specific emails that 

have been ‘benchmarked’ according to their effectiveness, for use 

as calibration tools across organisations, nonetheless exhibit a wide 

degree of variance in victimisation rates. 

In addition, we discovered that participants varied substantially in 

their reported numbers of non-relevant emails they received each 

day (see section 6.2.2).  This reinforces the relevance of the  

assertion by Parson et al. [49] that the categories of emails that  user 

needs to process may have a profound effect on the mental 

processes involved and leads to a great deal of uncertainty in terms 

of experimental design.  It further complicates Neustaedter’s et al. 

[48] taxonomy of low, medium and high volume users and suggests 

another variable that may need to be accounted for to explain 

processing approaches.  At the very least, the proportion of non-

relevant/trivial emails is likely to effect the mental efforts devoted 

to evaluating each email – and if high levels of non-relevant emails 

results in shallow processing, may result in increased victimisation 

as users devote less elaborative processing to evaluating the 

characteristics of each email.  This variable should be 

operationalised and tested in further attentional-based experiments 

into phishing victimisation. 

7.3 Perceptions of threat, vulnerability and 

responsibility 
 

Vulnerability and threat severity. 

We found participants consistently talked about feeling ‘safe’ and 

‘protected’ within the information infrastructure of the bank – and 

tied these feelings firmly to the perceived emphasis and obvious 

presence of IS protocols, practices and information in their 

workplace.  An anecdote related to us by a bank security worker 

involved a staff member who noticed a suspicious email they 

received in their personal email account at home, and had 

immediately forwarded it to their professional email address in 

order to open it at work – rationalising this as the safest thing to do 

since the security environment at work was ‘safer’ than that which 

they had access to at home. 

These low feelings of vulnerability owing to the perceived presence 

and visibility of IS practices suggests itself as an important finding 

since it ties in with the literature around risk homeostasis.  This 

theory suggests that in situations of risk, where controls are 

implemented to mitigate the risk or the severity of the outcomes, 

people often either decrease their protective behaviours, or increase 

risky behaviours in order to subconsciously return to the same level 

of risk as before the mitigation was put in place [50].  This effect 

has been seen in examples such as anti-locking brakes, where 

drivers, once aware of the effect of the new braking system on 

stopping distance, modified their behaviour to drive closer to cars 

in front of them – returning the risk to subjectively the same levels 

as before the application of the protective technology - the anti-

locking brakes [51].  An emerging design response to this dynamic 

has been increasing the subjective feelings of risk and vulnerability 

in order to encourage users to engage in protective behaviours.  

This has been implemented in domains as far flung as traffic 

calming designs to aviation systems [52]. This has immediately 

actionable implications for staff education in that according to all 

of the models that include the concept of vulnerability, emphasising 

this variable in educational efforts is likely to increase protective 

behaviours deployed by staff. On the other hand, whether this 

mitigation approach is palatable to organisations’ internal 

communication values is debatable. 

When asked about the difference between practices at home and at 

work (section 6.3.2) we found indications that perceptions of 

vulnerability were higher at home than at work while threat severity 

was lower at home than at work.  These assertions were specifically 

linked to the perception that at home breaches would be centred 
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around personal loss, but at work would also potentially damage 

the bank as well.   

This understanding of threat severity related to the bank itself was 

also evident in responses to questions in section 6.3.4 where staff 

placed a heavy emphasis on the consequences to the reputation and 

trust of the bank by its clients should it experience a major security 

breach.   

Again, models based in the cognitive literature have been shown to 

explicate such findings as well as offer avenues for mitigation. 

Boss’s deployment of PMT in a study of virus alert warning 

messages, showed that perceived threat severity predicts fear, 

which in turn increases (in the described study by double) the 

perception of the necessity of taking protective measures.  On the 

other hand, this particular variable is contentious as a predictor 

since Hanus et al. [17] found that that it was not a signification 

predictor of security behaviour.   

This variance in evidence may be explained by a central dynamic 

of both the PMT and HBT where they predict that threat severity 

will only increase protective measures when SE is high.  I.e.: 

regardless of how motivated people are to protect themselves, they 

will not do so if they believe that are not capable of carrying out the 

necessary actions to protect themselves. 

We found that participants often exhibited very little fear about 

monetary loss in response to cyber attacks.  This was evident in a 

large number of responses where participants detailed being the 

victim of cyber-fraud, but with the final outcome of their money 

being replaced by the bank – sometimes very quickly.  This notion 

is also supported by repeated assertions about faith in the bank to 

replace lost funds should something go awry. 

Furthermore, several participants, when discussing their own fraud 

victimisation, repeatedly used the term reduced ‘limit’ to describe 

the outcome of the event and did not seem to perceive that attack 

as actually involving any monetary loss.  This would suggest that 

people see losses charged to a credit card as qualitatively different 

and of far less consequence than that of losses to a savings type 

account. 

These two phenomena together may help explain Yu’s [35] finding 

that victimisation experience significantly increased subsequent 

fear of cybercrime for cyber bullying, digital piracy and computer 

viruses – but not for on-line scams. 

Locus of Control and responsibility 

Staff perceptions around responsibility are particularly interesting 

where while the primary assertion of responsibility was expressed 

as lying with the individual, it was then immediately qualified by 

equally strong assertions of a more collective and dispersed 

responsibility.  While the existent HCI literature does not seem to 

have engaged with the variable of Locus of Control (LOC) directly, 

it has been shown, within cognitive studies, to be an important 

predictor of people engaging in protective activities [53]. 

However LOC is a complicated construct.  Walston showed 

evidence that it is not a unidimensional continuum but rather two 

independent constructs [54], and since then a number of researchers 

have attempted to tease out the proposed multi-dimensional space 

at the nexus of what has been variously called: Self Efficacy, 

Perceived behavioural control, Locus of Control and Locus of 

Responsibility [55].   

After Rotter’s [56] original formulation of the Locus of Control, 

Levenson [57] extended the model by proposing three subscales: 

internality, control by powerful others and control by chance.  

These variables suggest themselves as being particularly apt to this 

context since staff seem to put much stock in the presence of 

existing security systems and protocols – implying awareness of the 

presence of powerful others.   

This is however complicated by the fact that in Levenson’s [57] 

formulation, the presence of powerful others are more likely to be 

considered agentic in the outcome in question, whereas in our 

context the presence of powerful others, in the form of effective 

security systems of the bank, suggests an attribution of less 

likelihood of the reinforcement – i.e.: falling victim to phishing.   

There may also be reason to entertain Terpstra’s [58] distinction 

between moral and actionable responsibility. We saw responses 

where participants discriminated between taking personal 

responsibility for engaging protective behaviours, but then relying 

on the bank to provide technical and material assistance. This 

suggests that there is some perceived distinction made between the 

roles of the individual and the bank that may correspond to 

individual actions being seen as a moral responsibility, but 

organisational responses as more agentic and actionable. 

A further argument for the importance of outcome attribution is 

presented by Jeuring et al. [59], who deployed an additional 

variable of Locus of Responsibility (LoR) and showed that internal 

LoR is associated with higher engagement of coping strategies, but 

only if it is also accompanied by a perception that the person has 

the necessary resources to mitigate the risk, ie: Self-efficacy. 

8. LIMITATIONS 
This research, being qualitative, resulted in a number of findings 

that should be considered not as generalised facts, but rather 

understandings of processes, in a particular context of a particular 

group of people in a particular industry.  While the nature of this 

knowledge is richer and deeper than that typically resulting from 

more quantitative approaches, questions of generalisability remain 

to be addressed by further more quantitative and larger-n work as 

discussed below [60]. 

Furthermore, since our study took place within a specific socio-

technical system, i.e.: a large bank in Australia and New Zealand, 

it remains to be seen as to how inter-organisational and inter-

cultural differences may affect these findings.  Specifically 

cognitions around punishment for maleficence and IS policies 

generally are likely to vary from institution to institution and ideas 

around sharing information and identity may vary across cultures. 

9. CONCLUSIONS 
Our study resulted in a number of findings that suggest both 

avenues for future research and intriguing hypotheses to test.  We 

present here a summary of our work related back to the original 

research questions provided at the outset of this paper. 

What cognitive variables may be implicated in staff’s 

behaviour in relation to phishing emails? 

We found that self-efficacy may well be a strong determinant of 

staff sharing stories of negative experiences.  This is owing to those 

staff with a self-image of being less technically literate being 

embarrassed to admit victimisation while those who saw 

themselves as technically competent felt motivated to share their 
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stories to prevent victimisation of their peers.  In terms of 

perceptions of threat and vulnerability, we found a noteworthy lack 

of perceived vulnerability when within the bank’s IT systems that 

were associated with impressions of confidence in the bank’s 

visible and highly estimated security protocols.  Low perceptions 

of vulnerability within bank networks were often accompanied by 

stories of falling victim to identity theft but where financial loss 

was quickly mitigated by the bank – leading to a postulated low 

threat severity attribution specifically for financial victimisation.   

How do staff experience information security within the 

organisation and how does this differ from their perceptions at 

home? 

We found that mitigating IS risks was perceived as a shared 

responsibility between the individual and the wider bank security 

systems.  Staff conceptions around security breaches were heavily 

centred around cognitions of subsequent loss of trust in the bank by 

the public and was seen as an important and central issue for 

employees.  In contrast to the above finding about low feelings of 

vulnerability within the banks networks, we found different 

perceptions around on-line experiences at home where participants 

felt more vulnerable, but where a wide range of perceptions around 

threat severity was found. 

What environmental and organisational factors affect staff 

behaviour in relation to phishing attacks and information 

security more generally? 

We found that in relation to education, the existing informational 

channels seemed to be functioning and well received.  However 

there was opportunity to capitalise on staff self-motivation by 

providing more avenues for active learning and that participants 

expressed a clear preference for information presented in brief 

stories centred around personalised experiences and work contexts.  

In relation to email practices, we found that some staff receive far 

more emails than others and that there appears to be much variance 

in the proportion of non-relevant, or trivial emails that staff receive 

on a day to day basis which has implications for attentional models 

of information processing in relation to phishing victimisation.  

Workload was also found to vary significantly over time for some 

staff, and that this was associated with perceived differences in 

practices around scanning and responding to incoming messages.   

10. FUTURE WORK 
The research presented here describes a number of novel 

observations pertaining to banking staff cognitions around and 

experiences of IS.  While these findings suggest further 

investigation, we mention three of the more promising avenues for 

further research below.  

Our finding that staff with a self-image of computer competence 

and being technically ‘savvy’ are more likely to communicate to 

others about their negative experiences (section 6.1.4) should be 

investigated further.  Understanding what factors preclude people 

from discussing and sharing information about phishing 

victimisation holds promise for creating organisational cultures 

with increased normative influence on staff about the correct 

protective behaviours to deploy. 

Our finding in relation to variance in the number of non-relevant 

emails staff encounter in their inbox may have important 

implications for attentional based and dual process theories of 

phishing victimisation. This variable should be deployed in future 

work employing theories such as the Heuristic Systematic Model 

to predict elaborative processing of incoming emails. 

Perhaps most interestingly, our findings of low feelings of 

vulnerability associated with visible organisational security 

protocols suggests an important avenue for staff education efforts.  

Manipulating vulnerability in messaging and then validating via 

behavioural responses may increase protective measures as 

predicted by risk homeostasis theory. 

On a more general note, we suggest that modes of investigation that 

consider and deploy cognitive variables are likely to be of 

considerable benefit to the HCI and CSCW communities.  

Specifically attacks based around social engineering require an 

understanding of the mental processes that result in victimisation, 

and in the context of phishing, the factors that lead to elaborative 

processing; i.e.: users actually deploying the knowledge that they 

have to evaluate threats.  We argue that models based on the 

fundamental mental constructs that drive behaviour are likely to be 

increasingly useful in combatting the ever-increasing sophistication 

of on-line threats and hold promise to transform users from a 

system weakness to an active line of defence. 
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APPENDIX 

A. COMPLETE INSTRUMENT 
 

Topic: Knowledge 

Q1  What do you know about cyber security? 

Q1-A What do you think it is? 

Q1-B Who is involved? 

Q1-C Is it important?  

Q1-D Why is it important? 

Topic: Attitudes 

Q2 What is your role at <bank name redacted>? 

Q3 How does Cyber Security affect you?  

Q4 How do you feel about Cyber Security?  

Q4A Do you feel vulnerable to cyber security threats? 

Q4B Do you feel fear about Cyber Security? 

Topic: History 

Q5 What’s your experience with Cyber Security historically? 

Q5A What kind of stories have you heard? 

Q6 Have you ever clicked on something dodgy? What happened? 

Q7 Have you clicked on a phishing email? What happened? 

Q7A How severe was it? 

Q8 Did that make you change your behaviour? 

Q9 How did that make you feel? 

Q10 Did you tell anyone about it? 

Q11 Has it happened again since? 

Q12 What do you think is the worst thing that could happen as a 

result of a phishing attack on you? 

Topic: Practices 

Q13 How do you manage passwords? 

Q14 Do you connect to free Wi-Fi? 

Q15 What makes you suspicious of an email? Discuss. 

Q16 How do you deal with emails you are suspicious of? 

Q17 Is it getting hard to tell what is suspicious? 

Q18 Where do you learn or hear about this stuff?  

Q19 Whom do you trust for advice or information on Cyber 

Security? 

Q20 Do you follow their advice?  

Q21 Do you think there is enough training/information provided at 

your work? 

Q22 Would you like to learn more?  
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Q23 How would like this training/information to be provided? 

(prompt:  video, podcasts, intranet pages, workshops, induction?)  

Q24 Roughly how many emails would you receive in an average 

work day? 

Topic: Contexts 

Q25 Roughly how many emails would you send in an average 

work day? 

Q26 How do you feel about your email practices (is it too much, 

stressful)? 

Q27 In your email practice, do you tend to; 

Check/Notifications/Batch 

Q28 How busy do you feel at work? Do you feel you have enough 

time in your day to devote to each task you need to do? 

Q29 How stressed do you feel at work on an average day? 

Q30 Are there any consequences at <bank named redacted> for 

poor security behaviour? 

Q31 Colleagues: 

Q31A Do you talk about cyber-security issues? 

Q31B Have you learnt things from them? 

Q31C Do they seem to care about cyber security? 

Q32 Bosses: 

Q32A Do they talk about cyber-security issues? 

Q32B Have you learnt things from them? 

Q32C Do they seem to care about cyber security? 

Topic: Identity 

Q33 Do you see yourself as being good with computers? 

Q34 Are you confident with your use of the internet?  

Q35 Do you think you can recognise dodgy emails? 

Q36 Do you teach or tell other people about Cyber security 

matters? 

Q37 Whose responsibility is it to prevent Cyber Security attacks?  

Q38 Is it important to you to be able to recognise dodgy emails? 

Topic: Iterated – Round two interviews only 

Q201 So does the way you scan your inbox change according 

to how busy you are?  And if so how? 

Q202 So what is the difference between thinking about, or 

cyber security practices at home compared to at work? 

Q203 So how much does your workload and the pace of your 

workplace vary over time?   

Q204 So you work for a bank – does that bring with it any 

special responsibilities and roles? 

Q205 Do you know who the cyber security team are the bank?  

Or how to find them or contact them? 

Q206 Do you think the Cyber-security team are good at what 

they do? 

Q207 Do you get a lot of emails that aren’t really relevant to 

you?  Or are trivial? 

 

USENIX Association Thirteenth Symposium on Usable Privacy and Security    129





DigiTally: Piloting Offline Payments for Phones

Khaled Baqer
Computer Laboratory,

University of Cambridge
Cambridge, UK

Khaled.Baqer@
cl.cam.ac.uk

Ross Anderson
Computer Laboratory,

University of Cambridge
Cambridge, UK

Ross.Anderson@
cl.cam.ac.uk

Jeunese Adrienne Payne
Independent Consultant

Cambridge, UK
jp@jeunesepayne.com

Lorna Mutegi
Strathmore University

Nairobi, Kenya
lmutegi@strathmore.edu

Joseph Sevilla
Strathmore University

Nairobi, Kenya
joe@strathmore.edu

ABSTRACT
Mobile payments support a range of services in many less de-
veloped countries including everyday payments, migrant re-
mittances, credit, tax collection, and welfare benefits. These
services depend entirely on the mobile phone network as
their carrier, so they stop where the network does. This
leaves millions of the very poorest people stranded – people
living in remote areas where there is little to no network
service. It also leaves urban users at the mercy of network
congestion.

We developed a prototype system, DigiTally, which lets users
make offline payments by copying short strings of digits from
one mobile handset to another. Offline payments are already
used for electricity (both in prepayment meters and pay-as-
you-go solar); can we extend them into a general-purpose
payment system, to increase service resilience in the face of
network congestion or outage, and provide service to cur-
rently excluded areas?

We report the results of a preliminary study with an early
prototype of DigiTally, tested on participants from a univer-
sity in Nairobi (Kenya). The code-sharing process presented
a possible usability challenge. To explore this and other as-
pects of an early prototype, DigiTally was introduced to
Kenyan participants in order to resolve any major issues be-
fore a later field trial.

We discuss the lessons learned from our field visits and initial
evaluation; we hope that this contribution is helpful for re-
searchers and policy makers interested in mobile payments
and financial inclusion. We also present our findings and
observations. We found that, although offline payments in-
volve copying codes in both directions between the payer’s
phone and the payee’s, the extra workload was acceptable
to most users.

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
Symposium on Usable Privacy and Security (SOUPS) 2017, July 12–14,
2017, Santa Clara, California.

1. INTRODUCTION
Mobile payments have transformed the lives of millions in
less developed countries, bringing a means of exchange and
a store of value to people who did not previously use a bank
account or who lived far from any bank branch. They run
on top of a mobile phone network; a user can typically load
their phone with credit at the same agent where they buy
airtime, and can send money to other service users. Over
200 such services have been launched worldwide and about
20 have achieved serious scale1; one pioneer was Kenya’s
M-Pesa [11], operated by the local phone company Safari-
com. The initial killer application was migrant remittances,
but M-Pesa is now very widely used for everyday purchases
as well as specialist applications from paying pensions and
government farm subsidies to collecting business taxes [12].

Because of the strong positive effect on development, the
Bill & Melinda Gates Foundation called for innovations that
could increase the uptake of mobile payments2. One of the
largest impediments is that current systems operate entirely
online; both the payer and the payee have to be able to
communicate with the payment system server for a payment
to be completed. This excludes millions of people living in
remote areas with no network service; such people make up
10-40% of the population depending on the country. It also
makes payments harder in the event of network congestion
(we have observed 30-second delays in down-town Nairobi).
Additionally, where the payment service operator is not the
same firm as the mobile network operator, charges become
an issue.

The main contribution of this paper is to describe a pre-
liminary study that took place at Strathmore University in
Nairobi, in September 2016. We set out to establish whether
DigiTally was usable in three different environments: a cof-
fee shop, a campus bookshop, and a cafeteria, and by stu-
dents from a range of backgrounds. These students were
experienced users of M-Pesa and thus able to compare it

1As shown on GSMA’s ‘Mobile for Development’ website
(using the Mobile Money filter): http://www.gsma.com/
mobilefordevelopment/tracker
2Enable Universal Acceptance of Mobile Money Payments:
https://gcgh.grandchallenges.org/challenge/enable-
universal-acceptance-mobile-money-payments-round-
14
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with DigiTally; we also got assessments from the checkout
staff. Further contributions are as follows: the paper anal-
yses a security technology and offers lessons learned from a
preliminary usability study. The paper should be of interest
to researchers interested in development, and also to those
interested in evaluating payment systems; both communi-
ties can benefit from our insights. Documenting the study
in one publication should help them and others interested
in this type of research.

We discuss the background and related work in section 2.
We describe the technology in section 3, and we discuss our
method and results in sections 4 and 5. We describe our
observations in section 6, and provide more discussion in
section 7. Finally, we present our conclusions in section 8.

2. BACKGROUND AND RELATED WORK
Modern mobile payment systems in less developed countries
rely on encrypted Short Message Service (SMS) messages or
Unstructured Supplementary Service Data (USSD) sessions,
supported by a Subscriber Identity Module (SIM) card is-
sued by a phone company. Examples include M-Pesa in
Kenya [11] and bKash in Bangladesh [21, 5]. The SIM can
verify a user PIN and contains keys for authenticating the
customer; it can thus establish secure communication with a
payment server. The server keeps everyone’s transaction his-
tories, just like in a conventional bank. Customers can check
their balance and make payments using menu options on
the phone’s screen, displayed by the trusted SIM card. The
phone number doubles as a bank account number. Cash-
in and cash-out services are provided to customers by the
mobile payment operator to facilitate exchanging fiat cur-
rency into electronic float and vice versa. These services are
operated by a network of mobile money agents, who earn
commissions based on the services provided (e.g. withdraw-
ing funds from the system incurs a fee). To make a payment,
a customer first enters the merchant’s phone number (shops
have numbers prominently displayed, with large shops hav-
ing short codes). The customer must then enter the amount,
followed by their PIN to authorise the transaction. A pay-
ment message is sent to the server; if the funds are available,
they are transferred, and the merchant is informed. The
merchant knows when the money has been received because
their phone pings.

Jack and Suri discussed the economics of M-Pesa in [12],
highlighting issues that affected system uptake, including
liquidity and network reliability. Zimmerman and Baur dis-
cuss the challenges facing financial inclusion efforts [23], in-
cluding network coverage and reliability, liquidity, complex-
ity of user interfaces and payment processes, the lack of dis-
pute resolution, and the lack of customer protection against
fraud. Dupas et al. report that a significant proportion of
the participants in their study listed fraud (embezzlements),
unreliable services, and transaction fees as issues [9].

The goal of our work is to tackle the network coverage and
unreliable services problems by processing payments offline
reliably and deterministically, and to simplify the user inter-
face as much as possible by mimicking familiar mobile pay-
ment systems. Furthermore, we aim to decrease transaction
fees to encourage users to process transactions electronically.
The purpose of this paper is to investigate possible usabil-
ity challenges to be addressed in subsequent versions of our
prototype. Offline payment systems have already been im-

plemented, such as Geldkarte3 in Germany and Net1/UEPS
[1] in South Africa, but require dedicated devices or un-
familiar hardware that can be costly to replace if lost or
stolen. Similar systems might perhaps be implemented on
modern smartphones if both the payer and the payee had
them. However, most users in less developed countries still
use feature phones that do not have NFC, Bluetooth, or
cameras; these phones cannot communicate data automat-
ically in the absence of a network. We also minimise the
assumptions we make regarding what features are available
on users’ phones.

Our goal is to design a system that operates without relying
on such features, in case some of them are inoperable. For
example, if we rely on a camera and it is damaged, the entire
system is useless until the user has their camera fixed. By
operating within these constraints, we are able to design a
system that works on all low-end mobile devices; our project
aims to provide a solution for the poorest demographics.

The use of feature phones emerged as a requirement during
trips to rural Kenya. Users in Busia county, for example,
specifically requested solutions that work on feature phones.
One person commented: “Don’t give us [systems that work
on] smartphones. We don’t have those things and we don’t
know how to use them.” When asked what kind of phones
users owned, all but one person (in a group of more than 20),
held up a feature phone; the non-feature phone was an old
BlackBerry. Reliance on feature phones (called ‘kabambes’
in Kenya) is due to both battery life and cost (in terms of
price as well as maintenance). With such constraints, the
only way to transfer information offline is for one phone to
display it, and for a human to type it into the other phone (a
similar approach used in device-pairing methods). Kainda
et al. [13] looked at the tradeoff of usability and security
with regards to different device-pairing methods, using out-
of-band channels, as it applies to various device usage or ca-
pability restrictions. Their results show that typing strings
(“copy & enter”) ranked first in terms of the aforementioned
tradeoff. They also recommend that system designers take
into account factors that affect that tradeoff including user
conditioning, user motivation, security failures, and atten-
tiveness. Moreover, transferring value by copying digits is
well established in other applications, such as prepayment
electricity meters [2].

3. TECHNOLOGY
An early design goal we set was that DigiTally must not
require users to operate any unfamiliar hardware, and that
the transaction flow should be as close as possible to the fa-
miliar one. This leads immediately to the challenge of pro-
gramming feature phones: different operating systems make
it difficult to implement and test applications for various
models, leading to large costs for maintenance and support.

To minimise these costs within our constraints, the practical
approach is to program the SIM card in the user’s phone.
SIMs were designed to host multiple applets in secure con-
tainers, which can prevent one applet from accessing other
applets’ data. A SIM provides a secure environment that
we can control and that is compatible with all mobile de-
vices adhering to the Global System for Mobile Communica-
tions (GSM) and smartcard interoperability standards. This

3Geldkarte website: https://geldkarte.de/
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Figure 1: An overlay SIM (top) and a regular SIM
(bottom). The top part of the overlay SIM can be
peeled off and stuck on top of a regular SIM

means that we can program our system on a SIM, and insert
it into any device that accepts a SIM. The user can move
the SIM from one device to another, allowing for portabil-
ity. SIMs also provide valuable built-in features, including
atomic operations and rollback mechanisms, as well as the
ability to store secure tokens and cryptographic keys in a
tamper-resistant chip.

Feature phones normally have a single SIM slot already
taken by the SIM issued by the Mobile Network Operator
(MNO). MNOs do not generally let anyone else program
their SIMs, but there is a new technology that can be used
to circumvent this restriction. This is the overlay SIM (or
sticker SIM): a SIM card only 120 microns thick that can
be inserted between the regular SIM card and the phone.
Figure 1 shows an overlay SIM and a regular SIM. Overlay
SIMs were developed to support low-cost mobile roaming.
They can also be used as a proof-of-concept prototyping en-
vironment, and to bypass MNOs’ restrictions on devices if
necessary. We used the programmable overlay SIM as a reg-
ular SIM, inserted in the single SIM slot. The same overlay
SIM can also be stuck on top of an existing non-overlay SIM,
and our system will work seamlessly on the device while al-
lowing it to still work as a phone4.

3.1 Overview of DigiTally
We designed and developed DigiTally as a Java card ap-
plet accessed through a user’s phone (Figure 2). This ap-
plet can be loaded on an overlay SIM or a regular SIM. We
chose to use a regular SIM for this study (for reasons we
discuss in section 4.4 item 2). As discussed earlier, having
an overlay-SIM ready applet enables deployment on feature
phones even if the MNO chooses not to install DigiTally on
their own regular SIM.

Rather than asking participants to use their own phones, we
provided participants with dedicated phones (Nokia 130),
preloaded with a SIM that included the DigiTally applet.
The applet includes a menu that mimics existing mobile pay-
ment systems to capitalise on users’ familiarity with them.
The applet offers the user options such as Balance, Send

Money, and Receive Money (Figure 3). Figures 8 and 9 il-
lustrate the steps required to complete a transaction.

4Overlays SIMs are used in China for roaming purposes,
and in Kenya by a local Bank to provide financial services
to their users and to break local phone-payment monopolies.
Overlay SIMs work on standard carriers’ SIMs.

Figure 2: Selecting DigiTally applet from the feature
phone’s application menu

Figure 3: DigiTally user interface on a feature phone

The icon for the applet displayed in Figure 2 is enforced
through the mobile OS. When a single SIM is present, se-
lecting the SIM icon will display the applets that reside on
that SIM. When multiple SIMs are present, such as in the
case of using an overlay SIM on top of a regular SIM, se-
lecting the SIM icon directs the user to two different menu
options that represent the applet names in the two SIMs.
Note that there could be more than one menu option dis-
played after selecting the SIM icon, if one or both of the
SIMs offer more than one applet.

There are two main differences between traditional mobile
payment systems and DigiTally. The first difference is that
the SIM in an offline payment system stores the balance as a
value counter, and the payment protocol changes this local
balance in the SIM, whereas a traditional mobile payment
system merely sends requests to a backend system to process
operations on the user’s balance. The second difference is
the Receive Money option: in the absence of an online pay-
ment server, the recipient must be involved in completing
a transaction. In traditional mobile payment systems, the
recipient is not actively involved; they merely get an SMS
saying how much money has arrived and from where. In
offline payments, both phones must be involved in a trans-
action. The protocol is designed so that the parties learn im-
mediately whether the transaction has failed or completed.
Note that DigiTally does not require data to be sent over
the network and can, therefore, work completely offline.

The technical description of the DigiTally protocol [4] de-
scribes the cryptography and other security mechanisms ([4]
does not include a description of the design or implementa-
tion of DigiTally). For the purposes of this paper, we focus
on the codes exchanged by the users to complete transac-
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tions. These are Message Authentication Codes (MACs)
that establish agreement between the payer and the payee
on the transaction details, namely the payer, the payee, and
the amount. These codes are computed using secret keys
kept in their SIM cards based on the transaction inputs and
previous history, and are designed to prevent transaction
manipulation, replay, or guessing.

3.2 DigiTally Codes
We now outline the stages required to complete a DigiTally
transaction. There are two codes involved in completing a
transaction. To simplify the discussion, we will assume that
Alice is paying Bob.

1. Code1: After the payee B (Bob) has entered into his
SIM the transaction amount X and the phone number
of the payer A (Alice)5, his SIM generates a random
nonce (NB), and then computes a MAC on A, B, NB ,
X and the log of previous transactions ` between the
two parties6. This MAC and the nonce together make
up the 8-digit Code1, which is shown on the payee’s de-
vice (Figure 4). Alice similarly enters into her phone
the amount X and Bob’s number B7; it prompts her
for Code1, which she enters (Figure 5). If the two
parties agree on X, ` and each others’ identity, then
Alice’s phone accepts Code1. If there’s a disagreement
– whether due to attempted cheating or an honest mis-
take – her phone will generate an error8.

2. Code2: If Code1 is correct, Alice’s SIM card decre-
ments her account’s available balance by the transac-
tion amount X and generates Code2 to authenticate
the transaction. Code2 is also 8 digits long; it consists
of a 4-digit nonce NA generated by Alice’s SIM and
4 digits from a MAC on A, B, X, ` and NB . Alice
then shows or tells Code2 to Bob (Figure 6). He en-
ters Code2 into his phone, and, if it is valid, his SIM
increments his balance by X and a transaction log is
displayed on his phone (Figure 7). A similar transac-
tion log is shown to Alice to confirm the completion of
the transaction (decrementing her balance by X).

This is the simplest payment protocol we could devise that
enables value to be transferred from Alice’s card to Bob’s by
copying 8 digits in one direction and 8 digits in the other.
Its security is analysed and discussed in [4]. Here, our focus
is usability; the STS prepayment electricity meters widely
used in Kenya transfer value by means of a 20-digit number,
presented as five groups of four digits [2]. A householder
buys codes from an ATM or sales agent and copies them into
their electricity meter; codes can also be bought online, using

5In our trial, user identities are randomly generated num-
bers, each simulating a phone number.
6If no previous transactions exist, then the first transaction
initialises the relationship between the two parties.
7Alice and Bob can pick each others’ names from a menu.
The first transaction stores the contact’s details, and sub-
sequent transaction can later retrieve information from the
locally saved contacts (on the phone or SIM).
8For example, if Alice enters $4 on her device, and Bob
enters $5, then Bob’s Code1 will generate an error on Alice’s
device. The same thing happens if the wrong phone number
is selected.

Figure 4: Bob’s phone displays Code1 that must be
given to Alice

Figure 5: Alice enters Code1 into her phone

Figure 6: Alice’s phone displays the response code
(Code2), given to Bob to authorise the payment

Figure 7: Bob’s phone displays the transaction log
after accepting Code2
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Figure 8: Recipient’s (Bob B) transaction steps

M-Pesa. Thus, we know that our prospective customers can
copy digits, and that even illiterate people can use a phone.
The object of the study is to establish whether the DigiTally
transaction flow is usable.

Some care is necessary to ensure robustness in the face of
mistakes. The DigiTally implementation includes various
segments that execute atomic operations (enforced by the
Java card platform) to ensure that critical components of
the payment protocol are fully executed (or reverted to their
initial state if a problem occurs). This provides the ability to
reliably create checkpoints. We checkpoint the transaction
when Code1 is successfully generated so that a transaction
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Figure 9: Payer’s (Alice A) transaction steps

can be recovered if, for example, a merchant accidentally
generates a second, new Code1 before the customer replies to
the first one. Additionally, as Alice’s balance is decremented
prior to displaying Code2 on the payer’s device, we have to
ensure that if she is interrupted (e.g. by a flat battery), her
SIM can still retrieve Code2 later (Code2 is saved in the final
checkpoint of the transaction, and can be retrieved from the
“last transaction” log). Checkpointing was also tested (see
section 6.2).

DigiTally codes do not have to be kept secret, since the codes
can be used only once and only by the payer and payee
in a specific transaction. There is no added risk if other
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users observe the transaction or overhear the codes being
exchanged verbally. This is in contrast to mobile payment
systems that rely on secret codes: codes that compromise
the users’ security if intercepted, and increase the burden
on the payer to deliver them to the recipient out-of-band.
Users of feature phones can’t use a secure messaging service,
so probably have to use voice or SMS and hope for the best.
As well as the (small) technical fraud risk, such codes can
create anxiety and make dispute resolution problematic.

4. METHOD
The usability evaluation of DigiTally was conducted by the
primary researcher from the University of Cambridge (UK)
and researchers from Strathmore University (Kenya), in early
September 2016. Participants from Strathmore University
(hereafter referred to as ‘the university’) performed real-
world transactions using DigiTally and then answered ques-
tions about their experience. As well as open ended-questions,
we make use of the System Usability Scale (SUS), which is
a standardised tool widely used for measuring usability. We
give details below.

4.1 Participants
We wanted to test the technology as part of a pilot, and
so we needed participants who could reveal weaknesses in
our design before testing it as part of a field study with a
representative sample. The aim was to maximise usability
before introducing DigiTally in a larger-scale field test with
target users. As an initial trial to establish any major is-
sues with the DigiTally system itself, we recruited Kenyan
participants from the university.

The participants were recruited following their registered in-
terest in the study in response to an advertisement. Poten-
tial participants were interviewed with an aim to achieve
diversity in terms of demographics, and to establish that
participants would be able to give us detailed feedback to
inform major re-designs before a field trial with a represen-
tative sample of rural users.

Twelve students and seven merchant staff were recruited as
participants to use DigiTally for five days. Merchants were
recruited from the university’s cafeteria, bookshop, and a
local coffee shop. According to Sauro [18], Vizri [22] and
Nielsen and Landauer [16], very few participants are needed
for early phase usability studies such as this, since adding
more users tends to uncover the same issues, with ‘five’ of-
ten referenced as the “magic number” of participants. Con-
fidence intervals may be wide as a result, but the average
SUS score should be stable [17].

For wider coverage, we included a greater variety of par-
ticipants, which required larger numbers than the proposed
“magic number 5”. This is in line with more cautious esti-
mates of 10-20 participants for a usability test (e.g. Faulkner
[10] and Macefield [15]).

In total, we had 19 participants for this preliminary study.
There were 7 female and 5 male students, who were study-
ing a range of topics in different faculties, including finance,
law, and information technology. As for the merchants, the
cafeteria included 1 female and 2 male staff members; the
bookshop had 1 female and 2 males; and the local coffee shop
had 2 females (only one of whom was responsible for process-
ing DigiTally transactions). Each merchant was given one

feature phone to process DigiTally payments; staff members
in the cafeteria and bookshop shared the device to process
payments, while the coffee shop had one person operating
the feature phone.

Because we did not provide cash-in and cash-out services
(to convert physical currency to DigiTally balances, and
vice versa), participants were motivated to use DigiTally to
spend the balance they had in their SIMs.

4.2 Evaluation Materials
Questionnaires and surveys are one of the most widely used
methods for measuring attitudes [8]. They often involve
asking participants to select one of a number of points on
a rating (Likert) scale [20]. Good scales are valid (in that
they represent the intended construct), and reliable (giving
measurement consistency) [7, 20]. Standardised usability
questionnaires and surveys are preferred because they are
quantifiable, are economical to reuse, and allow for replica-
bility of findings [20]. The most popular standardised sur-
vey for measuring attitudes towards usability is the SUS,
favoured due to its brevity and being free to use [19]. The
items in this survey factor into two sub-constructs of us-
ability: system learnability (ease-of-use for new users), and
system usability (defined as ease-of-use more generally) [19].

It was important to use feature phones for this study rather
than the smartphones that many students normally use.
Participants were thus given identical feature phones to test
the basic usability of the technology first; a field test with
representative users in rural Kenya who already use feature
phones would be the next step.

We asked participants to complete a short pen and paper
survey, which included the SUS, to make an initial assess-
ment of DigiTally. Here, we asked participants for three
free-text responses, to get insights into how they viewed
DigiTally and where we might need to improve. These were:

1. What did you like about DigiTally?

2. What did you dislike about DigiTally?

3. Additional comments

4.3 Procedure
Students and on-campus merchants at the university were
invited to try DigiTally and to give their opinions of their
experience of the system. This involved using dedicated fea-
ture phones to transact using the DigiTally applet, which
was installed on each phone’s SIM. The students’ phones
were preloaded with a DigiTally balance of Ksh 2000 (about
$19.50) that could be used to make transactions with mer-
chant participants who accepted DigiTally. The merchants
(cafeteria, bookshop, and a local coffee shop) were given
phones that had a zero balance on their DigiTally applet.

Before the trial, participants gave informed written consent
and were shown how DigiTally works. After the trial, partic-
ipants were asked if they were willing to complete a survey
about their experience, which was entirely voluntary. This
survey consisted of the SUS and the three open-ended ques-
tions outlined in section 4.2 (Evaluation Materials).

Each day towards the end of business hours, the researchers
visited each merchant to check their balances and reimburse
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them in cash the amount they had in their DigiTally balance
(after transferring the DigiTally balance to another phone,
and thus resetting a merchant’s balance to zero at the time
of reimbursement). Each merchant signed a form indicating
the date and amount of reimbursement. The reimbursement
forms were necessary to create a detailed accounting of the
money for our funders and auditors.

4.4 Ethics, Data Collection and Privacy
This study was approved by ethics committees at both uni-
versities involved in this research (one in the UK and the
other in Kenya). To address the various concerns raised by
the ethical review boards in both universities, we changed
the design of the study to minimise any possible risks:

1. Financial risks: to address the risk of possible loss
of personal funds, we provided the participants with a
preloaded amount into their DigiTally applet (as ex-
plained in section 4.3). We decided not to provide
cash-in and cash-out services to eliminate the possi-
bility that participants would use their own funds to
increase their DigiTally balances.

2. Privacy risks: we were asked for assurance that the
overlay SIM would not compromise the privacy of par-
ticipants by interfering with the participants’ regular
SIMs. Although we initially intended to use an over-
lay SIM on top of a regular SIM, we decided instead
to use the overlay as a regular SIM and provide users
with dedicated devices. The reason for this decision
is that proving that an overlay SIM is not compromis-
ing users’ privacy was out of the scope of this project.
Note that the overlay SIM (and the DigiTally applet)
does not compromise users’ privacy in our implemen-
tation, since it operates as an independent sandboxed
applet and does not interfere with other applets’ data
if there are any installed.

Therefore, we consider the preliminary study to have no sig-
nificant ethical implications. There were no known risks to
participants (financial, psychological, emotional, or physi-
cal). Participants were required to provide informed con-
sent before starting the study. The informed consent form
outlined what the study involved from the participant, how
long it would take, our commitment to confidentiality, and
their rights as a participant. Participants were reminded,
verbally and in the consent form, that their participation
was entirely voluntary, and that they may choose to not an-
swer particular or all questions and may withdraw from the
study at any point without having to provide a reason, and
without fear of penalty from the researchers.

This study did not involve deliberately deceiving partici-
pants in any way. This study also did not involve recruiting
participants from vulnerable groups, such as children, pa-
tients, people with learning disabilities, people engaged in
illegal activities, or people in custody. Participants were
fully debriefed and their questions were answered through-
out the study. Additionally, participants were given contact
information for all of the researchers from both universities
should they have any further enquiries.

The data we used for our evaluation includes the survey re-
sults, as well as the performance and transaction data pro-
cessed by the SIM. By collecting these data, we were able

to analyse performance and usability issues as we discuss in
Results (section 5). We collected the following:

1. Error rates (code-entry errors, and wrong PIN input)

2. Number of transactions

3. Number of attempts to unlock the SIM

4. Total amounts for all transactions (spent and received)

5. Transaction duration times

The SIM also stored the full log of the last transaction, which
is overwritten when a new transaction is successfully pro-
cessed9. This log contains Code2 which can be retrieved
after the transaction is completed. Recall that Code2 can
be used only once and with the right recipient (the iden-
tity of the recipient is one of the inputs required to generate
the code), but a user might want to retrieve Code2 in case
their battery goes flat before exchanging the code with the
recipient.

The collected data were stored in the SIM card (a trusted
tamper-proof element). DigiTally does not leak any in-
formation outside this trusted element. Therefore, perfor-
mance data are inaccessible without the correct authentica-
tor. Only pre-configured devices, programmed to provide
the correct authenticator, had access to the SIMs to obtain
the performance measurements. Each SIM was programmed
to lock itself after a certain number of failed attempts to ac-
cess the contents of the trusted tamper-proof environment.
At the completion of the preliminary study, we retrieved the
phones from all the participants to extract the performance
data from the SIMs and save it for later analysis. All the
stored data were encrypted after extraction.

With the exception of participant names, no Personally Iden-
tifiable Information (PII) were collected in the study (such
as date of birth, national ID numbers, etc.), as they were ir-
relevant to the scope of the study. We carefully explained to
all participants what data were being collected, by demon-
strating a full transaction on two phones and explaining the
performance variables to be measured for the purposes of
the preliminary study.

5. RESULTS
The following sections report on the actual error rates and
transaction times, as well as the SUS results. We present de-
scriptive statistics to help summarise the data and to show
any emerging patterns. We make no claims about statistical
significance, which would be reserved for inferential statis-
tics. This would not be appropriate since the tested popu-
lation do not represent the intended users of DigiTally, and
were recruited in order to reveal any major usability issues
with the technology itself. We thus make no claims about
generalisability of the results.

We also discuss the open-ended results and the lessons learned
through the feedback obtained from the users. We discuss

9This log is informational only, and is different from the
cryptographic parameters securely stored on the SIM and
used in the payment protocol as discussed in section 3.2.
Refer to [4] for more details.
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the features that participants considered to be the most im-
portant, and indicate issues that may need to be re-evaluated
to improve usability.

Note that there is a difference between the total number of
transactions completed by students, and the total number of
transactions completed by merchants. This is due to the fact
that students moved funds between their phones, perhaps to
test the system and in some cases to demonstrate it to their
friends; moving funds between devices back and forth did
not incur any costs in terms of transaction fees.

5.1 Errors and Speed
Students completed an average of 23 transactions. The high-
est number of transactions completed by one participant was
30; the lowest was 8. For merchants, the average number of
transactions was 59. The highest number of transactions
completed by one merchant was 61; the lowest was 58. Ta-
bles 1 and 2 display a summary of the Error Rates and
Time on Task , which should be considered against the
number of transactions each participant successfully com-
pleted.

5.1.1 Error Rates
DigiTally captured the number of errors participants made
while trying to complete the task. Student participants
made the most errors when entering the first code (Code1)
presented to them by the merchant. The number of errors
here ranged from 0 to 9, with 7 of the 12 student partici-
pants making this error. These were non-critical errors since
they do not prevent successful completion of the transaction.
However, future trials will need to test the ease with which
users can recover from this and other errors. For Code2, the
number of errors ranged from 0 to 8, with 5 of the 12 student
participants making this error.

The merchant participants made the most errors when en-
tering Code2 which is required to authorise and complete the
transaction. The number of errors here ranged from 4 to 6.
Merchant M2’s Code2 errors were higher because they in-
cluded errors experienced during training. We adjusted the
number in the table to reflect the errors experienced during
the study without those experienced during the training.
Merchants made no Code1 errors; this type of error would
occur if they used DigiTally to make payments instead of
receiving (the merchants made a payment using DigiTally
for the daily reimbursement transactions, see section 4.3).

We include PIN errors in Tables 1 and 2 for completeness.
However, we do not consider entering PINs to be a great
problem, at least no more than in any other system that uses
them. For clarity, we report (in brackets) the proportion of
errors relative to the number of transactions completed as a
percentage (for non-zero values).

5.1.2 Time on Task
DigiTally recorded the time on task for each participant.
The transaction timer starts when a menu option is selected
(Send Money or Receive Money), and the timer is stopped
before the transaction log is displayed to the user (the trans-
action log includes the transaction’s duration time).

The average time for students to complete a transaction was
36.4 seconds. Their average completion times ranged from
24.2 seconds to 54.3 seconds. It is worth noting that a large

number of errors by a participant did not necessarily trans-
late into longer average time spent on transactions. For
the merchant participants, the average time to complete a
transaction was 51.23 seconds. Their average completion
times ranged from 40 to 69.8 seconds. Merchants’ transac-
tion times are larger since a merchant can start a transac-
tion, give Code1 to the payer, then complete a few tasks to
serve the customer until Code2 is entered. Such tasks in-
clude having to prepare food at the same time as processing
DigiTally payments, which is the case for merchant M3. For
merchants dedicated to processing payments (cashier roles),
the transaction times are lower (M1 and M2).

5.2 SUS Results
The SUS is not diagnostic: it will not reveal specific prob-
lems, but it does give an idea about overall ease-of-use, and
whether significant changes might be needed.

To give a clear idea of the results, the SUS is calculated so
as to provide a score out of 100. However, the SUS Score
is not a percentage. A score of 68 actually falls at the 50th

percentile (i.e. the average SUS score is 68). If the score is
below 68, there are likely to be serious usability problems
that need tackling. A score of 80.3 or higher is ideal.

The average SUS score for DigiTally was 78.8, which is con-
sidered ‘Good’, and would be given a ‘B+’ grade. The lowest
score was 50, which is considered ‘Poor’, and is equivalent to
a ‘F’ grade. This score was given by a merchant and was the
only score considered ‘Poor’ by SUS standards. The highest
score was 100, which is the best possible, and is equivalent
to an ‘A+’ grade. Eight participants gave the equivalent of
an ‘A+’ grade.

For merchant participants, the average SUS score was 71.4,
which is considered ‘Good’ and equivalent to a ‘C+’ grade;
for student participants, the average SUS score was 83.1,
which falls just short of being considered ‘Excellent’, and is
equivalent to an ‘A’ grade.

Although the SUS is intended to be a measure of ease-of-
use, Lewis and Sauro argue that it can also be used as a
measure of learnability (using items 4 and 10 of the SUS)
[14]. As with calculating the SUS score, learnability can be
calculated to give a score ranging from 0-100. The average
learnability for this initial trial was 82.9, which falls just
short of ‘Excellent’ and would be given an ‘A’ grade. The
remaining 8 items are what Lewis and Sauro call a measure
of usability [14]. For the current initial trial, this score was
77.8, which is also considered ‘Good’ and would be given a
‘B+’ grade.

5.3 Responses to Open-Ended Questions
Participants’ answers to the three open-ended questions were
categorised into several themes. This qualitative data analy-
sis involved two researchers independently coding user com-
ments to identify common themes, supported by quotations.
These researchers then came together to assess agreement
and categorised themes based on a well-established defini-
tion of usability (ISO-9241), which consists of effectiveness
(usefulness), efficiency (ease-of-use), and satisfaction.

5.3.1 Perceived usefulness
1. Money saving. Most participants mentioned the ben-

efit of there being no transaction fees. They pointed
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No. of transactions PIN errors Code1 errors Code2 errors Total code errors Average time (seconds)
S1 30 2 0 8 (26.7%) 8 (26.7%) 30.9
S2 28 3 9 (32.1%) 0 9 (32.1%) 24.4
S3 18 3 2 (11.1%) 8 (44.4%) 10 (55.6%) 28.1
S4 22 0 9 (40.9%) 1 (4.6%) 10 (45.5%) 44.9
S5 29 1 1 (3.5%) 0 1 (3.5%) 24.2
S6 26 1 0 1 (3.9%) 1 (3.9%) 54.3
S7 26 0 1 (3.9%) 0 1 (3.9%) 50.9
S8 28 0 5 (17.9%) 0 5 (17.9%) 32.4
S9 10 0 0 4 (40.0%) 4 (40.0%) 28.8
S10 29 1 0 0 0 37.1
S11 8 2 0 0 0 42.1
S12 22 0 5 (22.7%) 0 5 (22.7%) 38.9

Table 1: The frequency and types of errors made by student participants and the percentage of each partic-
ipant’s transactions that their errors affected

No. of transactions PIN errors Code1 errors Code2 errors Total code errors Average time (seconds)
M1 58 2 0 4 (6.8%) 4 (6.8%) 40
M2 61 0 0 6 (9.8%) 6 (9.8%) 43.9
M3 58 2 0 4 (6.8%) 4 (6.8%) 69.8

Table 2: The frequency and types of errors made by merchant participants and the percentage of each
participant’s transactions that their errors affected

out that this would be useful for those in poor com-
munities, as well as being attractive to price-sensitive
customers and merchants. Aside from helping users
avoid transaction fees, one participant mentioned that
it also meant they did not have to use a smartphone,
making DigiTally even more cost-friendly.

2. Network independent transactions (interoper-
ability). Many mentioned the benefit of not having
to rely on network coverage. For some, this made the
DigiTally transaction process seem more reliable. It
also makes it more predictable as users do not have to
wait for a confirmation SMS, which with M-Pesa can
take up to 30 seconds.

3. Security. The general consensus was that DigiTally
seemed very secure. The codes were a major factor
behind this perception. While recognising this benefit,
a few participants suggested that the codes were too
long, and recommended that the developers consider
shortening the codes.

4. Money tracking. Participants liked being able to
review their last transaction and balance. For some,
however, this was not enough. It was suggested that
this feature would be more useful if the user could
review all previous transactions.

5.3.2 Perceived ease-of-use
1. Ease. Participants perceived DigiTally to be simple

and easy to use. Some clarified that DigiTally was
easy to use after a learning period. One merchant de-
scribed the process as cumbersome; this merchant was
both serving customers and taking payments. Other
merchant participants were either less busy or were
dedicated cashiers. One participant also stated that
DigiTally might be harder to use for the elderly and
those with poor eyesight.

2. Learnability. DigiTally was most often praised for its
learnability; in general, participants felt like DigiTally
was easy for a first-time user to understand. Even the
busy merchant (M3) who had complained that the sys-
tem was cumbersome said she had no difficulty train-
ing a staff member to use it. The same merchant also
warned that learnability might be lower for some, in-
cluding the target population, where there might be
more illiteracy and less education more generally. An-
other merchant was curious to know how money would
be deposited in a production DigiTally system (this
merchant is already an M-Pesa agent).

3. Speed. Participants found transacting with DigiTally
to be relatively fast, once they knew the process. Two
out of the eight merchants said that DigiTally had too
many steps and was time-consuming compared to cash
or M-Pesa. Requiring as much effort from the mer-
chant as from the customer to give and receive codes
was problematic when the merchant had a lot of cus-
tomers and needed to perform other tasks at the same
time. One merchant also did not like having to search
for the customer in their contacts list. One participant
pointed out that the speed of transaction would be less
of an issue in rural areas.

4. Errors and recoverability. One participant stated
that it is hard to make errors that would cause the
user to lose money, and that they found errors easy to
rectify. Many others did not agree. In general, error
reset was considered too difficult. Although the pro-
cess for error recovery was perceived as cumbersome,
none of the users had to go through it during the trial.
See section 6.2 for more details.

5. Cashlessness. Two participants noted that by using
DigiTally they would not need to carry cash around.
This was considered convenient. It was also noted that
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merchants do not have to find the exact change when
dealing with customers using DigiTally. This bene-
fit is shared with other electronic payment systems;
Kenyans already like M-Pesa as it dispenses with the
risk and the inconvenience of cash.

6. Codes. Although many did not have much of a prob-
lem with the codes, finding them short enough and
necessary for security, some stated that they did not
like them, mostly because the code or the process was
too long or awkward. Having to exchange and input
codes was also perceived as an opportunity to make
errors. On the other hand, one of DigiTally’s per-
ceived advantages was the deterministic nature of the
transactions, because exchanging the codes provided
immediate feedback that a transaction was completed,
without needing to wait for an SMS.

7. Distance. Sending money to a remote payee was iden-
tified as a potential problem. It was pointed out that
errors could be more likely and recovering from them
would be harder if users were trying to complete a
transaction at a distance.

5.3.3 Satisfaction

1. Likeability. Participants liked using DigiTally, using
words like ‘happy’, ‘good’, ‘best’, ‘seamless’, ‘enjoy’,
‘enthusiasm’, ‘encouraging’, ‘smart’, and ‘satisfied’ to
describe their experience. Comments suggest that lika-
bility could be improved by targeting issues associated
with the length of the codes and with recovering from
errors.

2. Other services. In addition to a merchant who wanted
to know how to do cash-in and cash-out transactions,
one student participant also indicated that they would
like to be able to do this using DigiTally. We did not
provide cash-in and cash-out services during the trial.

6. OBSERVATIONS
We describe in the following sections our observations dur-
ing the preliminary study. These observations were docu-
mented during regular visits to merchants to answer their
questions, and during daily visits to reimburse merchants
for their DigiTally transactions (as discussed in section 4.3).
We highlight two important observations, visual cues and
the error-recovery process, and discuss the lessons learned.

6.1 Visual Cues
We observed that participants chose to display the codes so
that the other participant could see them and enter them
into their own device. None of the participants indicated
that they exchanged the codes verbally, and some stressed
that visual exchange is easier. In crowded areas, a verbal ex-
change of the codes could lead to misheard digits. The cafe-
teria is a crowded environment with long lines of customers,
where a window separates the cashier and the customer and
a small opening at the bottom of the window allows exchang-
ing cash or passing cards (Figure 10). In this environment,
we observed multiple DigiTally transactions where the only
verbal exchange was to acknowledge that a transaction was
completed by saying “it’s OK ”, and in some cases just a

Figure 10: The cafeteria cashier (recipient) is oper-
ating the phone on the left, while a student partici-
pant (payer) is displaying Code2 through the window
to authorise the payment

Figure 11: Participants displaying the back of their
phones (yellow DigiTally label shown on the back)

nod. When we mentioned this observation, most partici-
pants agreed that “it’s much easier”, and gave the exam-
ple of the cafeteria. In general, once participants had some
experience with the system, we noticed that they would al-
ways show the code and never speak it even in quiet areas.
In the transaction flow people developed, visual cues were
used to complete each major step, starting with the cus-
tomer declaring that they want to use DigiTally by showing
a yellow label on the back of the phone that identifies the
participant by name (Figure 11). However, we should not
neglect the fact that some users in the target population for
financial inclusion might be visually impaired.

6.2 Error Recovery
We designed error recovery to prompt the user for three
dummy inputs (any sequence of digits) to ensure that they
were fully aware that they were indeed resetting the saved
transaction data; in our implementation, a wrong reset could
lead to inconsistent states on the SIMs involved. Inconsis-
tent states currently require a ‘hard reset’ of the relationship
between the two users by deleting the contact information
and creating a new contact on each phone.

Before each prompt for Code2, the recipient is shown a con-
firmation of the transaction details. After the dummy in-
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puts are provided, the session is reset by discarding Code1
as well as any intermediate results that were saved for val-
idating Code2. Now the recipient (merchant) can start a
fresh transaction: the next time a transaction is initiated
between the same two parties, a new Code1 is generated.
Even with default-text entry enabled in the applet to fill in
the previously entered code, participants requested an easier
way to rectify a mistake.

As error recovery was performed only by one student par-
ticipant during the actual trial, most were likely evaluating
the training they received rather than anything they actu-
ally did. Two users needed to reset a transaction during
training. One participant commented: “For the error issue:
I think you should make it simpler to correct the error and
provide instructions on how to correct it once the error is
made since you will not be around to show them. For ex-
ample, when an error of different amounts that needs one
to put code 1 three times, I think you should write ‘repeat
code 1 three times to correct the error’.” The other partici-
pant agreed: “If there’s a simpler way of resetting a wrongly
transacted code DigiTally will be better.” None of the other
participants, including the merchants, had to use this error-
recovery method, likely due to the training component in-
structing users to agree on the amount before proceeding
with the transaction. We emphasised the importance of this
step; perhaps the ‘burden’ of going through the error recov-
ery process helped motivate careful exchange of the codes.

Our prototype error-recovery mechanism needs a redesign.
A simple alternative would be a menu option to reset trans-
action data, requiring authentication with the user’s PIN
rather than requiring them to enter dummy inputs.

7. DISCUSSION
This paper reports the results of a preliminary study with an
early prototype of DigiTally, tested on participants from a
university in Nairobi. We described how DigiTally involves
sharing two 8-digit codes to protect users from unauthorised
payments while at the same time allowing them freedom
from reliance on network coverage. This has an advantage
that the payment service operator has no marginal trans-
action costs and can offer zero fees for some transactions.
However, the code-sharing process has always presented a
possible usability challenge. To test this and other aspects
of this early prototype, DigiTally was introduced to Kenyan
participants in order to identify and resolve any major us-
ability issues before a later field trial with a more represen-
tative sample of service users.

The errors made in sharing codes suggest a need to make
recovery from this type of error more intuitive. Nevertheless,
most participants completed the task with few code-sharing
errors. The average speed for every student was less than a
minute, and overall the average transaction speed was close
to half a minute. Given our observations of participants
and the comments they made, it seems that the process,
overall, seemed straightforward and fast. The SUS scale
gives insight into the extent to which DigiTally’s usability
might inhibit its use. One of the lessons learned was the
need to demonstrate clearly to users: (a) how errors can be
avoided; and (b) how the codes prevent cheating.

Observations with initial trial users and open-ended answers
following the trial indicate that users’ main fear is the diffi-

culty of recovery from errors. This is already an issue for M-
Pesa when people send payments to the wrong phone num-
ber (it is a well-known problem, and one of the authors ex-
perienced it first-hand). Recoverability is especially impor-
tant in the initial trials and adoption phase of a new system
because expert help will not be available in remote villages;
users’ ability to figure out how to recover from mistakes may
well be the difference between their adopting DigiTally and
rejecting it.

Higher SUS scores tend to predict loyalty and word-of-mouth
recommendations [18]. Users with scores over 80 (c.f. the
average score of 83.1 for student participants) are called
‘Promoters’ because they are more likely to recommend a
system, while users with a score below 60, called ‘Detrac-
tors’, are more likely to say negative things about a system.
DigiTally is in a position to create ‘Promoters’, especially
when it comes to student participants.

There are various things we can do to make DigiTally more
usable for busy merchants. For example, we can give mer-
chants a smartphone app that reads the customer’s phone
number from a QR code on a sticker on their phone, dis-
play Code1, and read Code2 from their phone screen. This
way the merchant does no more work than with M-Pesa.
Two of the merchants preferred DigiTally to M-Pesa be-
cause of speed; DigiTally does not force a cashier to wait for
up to half a minute while a payment confirmation makes its
way through Nairobi’s congested mobile network. DigiTally
takes more keystrokes, but the outcome is then immediate.

The fact that DigiTally has zero marginal costs also means
that it can be offered as a zero-fee payment mechanism
between friends and family, like personal cheques in the
UK. Loan clubs, such as Rotating Savings and Credit As-
sociations (ROSCAs) or savings clubs, and money-guards
(used to enforce savings through the commitment of funds),
whether formal or informal, are an important part of the
financial ecosystem in many less developed countries. See
Collins et al. [6] and Banerjee and Duflo [3] for more infor-
mation about financial inclusion and the financial tools used
by the poorest demographics (living on less than $2 a day).

Given our relatively high SUS, learnability, and usability
scores, the challenge is encouraging first time use. The factor
most apparently affecting first time use, based on free-text
responses, was the 8-digit codes. The most frequent sugges-
tion was to remove or reduce them. Although many partic-
ipants were familiar with M-Pesa, and thus sharing an 11-
digit phone number, this is potentially less time-consuming
and error-prone because it is the same number every time
for the recipient (their own phone number) and a single time
entry for the sender. It also requires no input from the re-
cipient, so a merchant can focus on other tasks.

Participants perceived DigiTally to be secure, and the codes
were the reason behind this perception. As mentioned in
section 5.3.1 item 3, participants asked if these codes can
be shortened. However, this would not be possible without
compromising the security of the system. We discuss the
DigiTally protocol, the cryptography, and security parame-
ters and features in the technical paper [4]. A few partici-
pants also requested a better money tracking tool: some par-
ticipants liked that statistics about their transactions were
available (e.g. amounts sent and received as explained in
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section 4.4), and some users requested the ability to view
more than just the last transaction (as discussed in section
5.3.1 item 4). This is not a critical issue, as we can engi-
neer the system to include more transactions as allowed by
hardware constraints and storage capacity.

Because migrant remittances are a key application of mobile
payment systems (such as M-Pesa), some of our participants
discussed the possibilities of remote transactions (see section
5.3.1 item 4). We designed DigiTally primarily for face-to-
face offline transactions and not for remote transactions that
would require a medium to exchange the codes. However,
if such a medium exists, then DigiTally codes can be ex-
changed online to process remote transactions. Codes can
be exchanged using SMS or over the phone; they could even
be exchanged by post. DigiTally can be viewed as a platform
to do the cryptographic operations required to process pay-
ments, on users’ phones rather than on a centralised server,
and systems can be built on top of DigiTally to perform re-
mote transactions – relying on the DigiTally SIM to do the
cryptography.

DigiTally was praised for being quick, easy to use, and easy
to learn. Kenyans are already familiar with M-Pesa, which
DigiTally was designed to mimic; that may have helped di-
rectly, while other factors our subjects liked, such as being
able to review transactions, may have been features that
they would like to see in M-Pesa. Therefore the results in
this paper do not measure how DigiTally would be perceived
by users who have never used any mobile payment system.

But M-Pesa, like most mobile payment systems, cannot work
offline, and therefore fails to provide service to the poorest
communities. Just as M-Pesa appealed most strongly to
people with phones but no payment cards, so also DigiTally
should appeal most strongly to people with no network ser-
vice at all.

This was confirmed when we made two field trips to scout
possible sites for a second-round field trial. When we vis-
ited a small town near Nairobi with good network coverage,
stakeholders were interested in playing with the system, but
saw its main benefit as being potentially programmable so
that it could support their specific applications. When we
visited Busia, a rural community near Lake Victoria with
very poor network coverage, stakeholders were delighted,
and played with it for hours. They considered DigiTally
to be just what they needed to solve their problems with
network coverage and reduce transaction costs.

8. CONCLUSION
We designed and developed an early prototype of DigiTally,
an offline phone payment system, and tested it on Kenyan
participants in a preliminary study. In addition to error
rates, transaction speed data, and SUS scores, we reported
on supporting data from demonstration sessions (observed
behaviours and comments) and free-text written responses
at the end of the study. Our results indicate that partici-
pants found DigiTally easy to use and that they liked key as-
pects of the system, including its perceived security and that
it did not require network coverage to process payments.

We have demonstrated that DigiTally can be used for mak-
ing payments without network coverage or transaction fees.
Some specific technical improvements are needed, most no-
tably the process of recovery from errors. We discovered

that while DigiTally is slightly less convenient to use than
existing mobile payment systems, the added burden is not
excessive; people in areas with poor network coverage are ea-
ger to use it. Furthermore, the burden mostly falls on mer-
chants, and busy merchants are likely to have enough money
to buy better terminals. There is a realistic prospect of de-
veloping DigiTally into a workable system that will extend
mobile payments to the millions of people who are currently
excluded from the world of electronic payments.
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ABSTRACT
Current mobile platforms provide privacy management in-
terfaces to regulate how applications access sensitive data.
Prior research has shown how these interfaces are insufficient
from a usability standpoint: they do not account for context.
In allowing for more contextual decisions, machine-learning
techniques have shown great promise for designing systems
that automatically make privacy decisions on behalf of the
user. However, if such decisions are made automatically,
then feedback mechanisms are needed to empower users to
both audit those decisions and correct any errors.

In this paper, we describe our user-centered approach to-
wards designing a fully functional privacy feedback interface
for the Android platform. We performed two large-scale user
studies to research the usability of our design. Our second,
580-person validation study showed that users of our new
interface were significantly more likely to both understand
and control the selected set of circumstances under which
applications could access sensitive data when compared to
the default Android privacy settings interface.

1. INTRODUCTION
Smartphones store a great deal of personal information, such
as the user’s contacts, location, and call history. Mobile op-
erating systems use permission systems to control access to
this data and prevent potentially malicious third-party ap-
plications (“apps”) from obtaining sensitive user data. Part
of the purpose of these permission systems is to inform and
empower users to make appropriate decisions about which
apps have access to which pieces of personal information.

The popular open-source Android mobile platform has used
two general approaches to give users control over permis-
sions. Initially, permissions were presented as an install-
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time ultimatum, or ask-on-install (AOI): at installation, an
application would disclose the full list of sensitive resources
it wished to access. Users could either grant access to all re-
quested permissions or abort the installation entirely. Prior
research has shown that most users do not pay attention to
or do not these prompts when shown at install-time [12].

Recently, an ask-on-first-use (AOFU) permission system re-
placed install-time disclosures on Android. Under AOFU,
the user is prompted when an application requests a sensi-
tive permission for the first time. The user’s response to this
permission request carries forward to all future requests by
that application for that permission. The AOFU approach,
however, fails to consider that the user’s preferences may
change in different contexts. It only learns the user’s prefer-
ences once under a certain set of contextual circumstances:
the first time an application tries to access a particular data
type. This system does not account for the fact that subse-
quent requests may occur under different contextual circum-
stances and therefore may be deemed less appropriate. For
instance, a user might feel comfortable with an application
requesting location data to deliver desirable location-based
functionality. The same user, however, might find it unac-
ceptable for the same application to access location for the
purposes of behavioral advertising, possibly when the appli-
cation is not even being used.

The contextual integrity framework can explain why AOFU
is insufficient: it fails to protect user privacy because it
does not account for the context surrounding data flows [25].
That is, privacy violations occur when a data flow (e.g., an
app’s access to a sensitive resource) defies user expectations.
In recent work [38, 39], we showed that mobile users do make
contextual privacy decisions: decisions to allow or deny ac-
cess are based on what they were doing on their mobile de-
vices at the time that data was requested.

In theory, asking the user to make a decision for every re-
quest is optimal, as the user will be able to account for the
surrounding context and can then make decisions on a case-
by-case basis. In practice, however, this results in unusable
privacy controls, as the frequency of these requests could
overwhelm the user [38]. Consequently, automating these
decisions with machine learning yields a balance between
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accurately implementing users’ privacy preferences and not
overburdening them with too many decisions [39]. Such au-
tomation requires the platform to have feedback mechanisms
so that automated decisions can be reviewed and errors can
be corrected, thereby yielding fewer future errors.

To this end, we designed a novel permission manager, Turtle-
Guard, which helps users to vary their privacy preferences
based on a few selected contextual circumstances. It also
provides information about the apps that they use, by pro-
viding a feedback loop for them to audit and modify how
automated decisions are made. TurtleGuard allows users to
(i) vary their decisions based on the visibility of the request-
ing application – our previous work showed that the visibil-
ity of the requesting application is a critical factor used by
users when making mobile app privacy decisions [38], and
(ii) have an improved understanding of how third-party ap-
plications access resources in the real world and under vary-
ing contextual circumstances.

We conducted an initial 400-person experiment to evaluate
our preliminary design. Based on our analysis of this data,
we then iterated on our design, conducting a 580-person vali-
dation study to demonstrate our design’s effectiveness. Both
experiments had four tasks: three tasks that involved using
the system to locate information about current application
permissions, and one task that involved modifying settings.
We observed that participants who used TurtleGuard were
significantly more likely to vary their privacy preferences
based on surrounding circumstances than the control group.
We believe that these results are a critical contribution to-
wards empowering mobile users to make privacy decisions on
mobile phone platforms. Our contributions are as follows:

• We present the first contextually-aware permission man-
ager for third-party applications in Android.

• We show that when using our new interface (compared
to the existing Android interface) participants were
significantly more likely to both understand when ap-
plications had foreground versus background access to
sensitive data and how to correctly control it.

• We show that our proposed interface has a minimal
learning curve. Participants, who had never used Turtle-
Guard before, were as successful at accomplishing in-
formation retrieval tasks as those who used the exist-
ing Android interface.

2. RELATED WORK
The Android OS has thus far used two different permission
models: ask-on-install (AOI) permissions, and ask-on-first-
use (AOFU) permissions. Versions of Android before ver-
sion 6.0 (Marshmallow) implemented ask-on-install permis-
sions. Under this model, applications request that the user
grant all permissions to the application at install time. The
user must consent to all requested permissions in order to
complete installation. Otherwise, if the user wishes to deny
any permission, the only option available is to abort the in-
stallation entirely. Research has shown that few users read
install time permissions, and fewer still correctly understand
their meaning [12, 18].

Versions of Android from 6.0 (Marshmallow) onward use
the AOFU permission model instead. Under AOFU, appli-
cations prompt users for sensitive permissions at runtime.

These prompts protect access to a set of 24 “dangerous
permissions,” including geolocation data, contact lists, and
SMS. Prompts appear when the application attempts to re-
quest protected resources for the first time. This has the
advantage of giving users contextual clues about why an ap-
plication requires a protected resource: users can consider
what they are doing when the prompt appears to help de-
termine whether to approve the request. Although AOFU
offers an improvement over the install-time model in this
regard, first-use prompts insufficiently capture a user’s pri-
vacy preferences [39]. That is, the AOFU model does not
consider scenarios where an application requests access to
data under varying contexts.

Research on permission models has found that users are of-
ten unaware how apps access protected resources and how
access may be regulated [12, 8, 11, 36, 34]. Shih et al. showed
that users are more likely to disclose privacy information
when the purpose is unclear [35]. Prior work has specifically
analyzed location data: Benisch et al. show that a vast num-
ber of factors (time, day, location) contribute to disclosure
preferences [5]; Reilly et al. show that users want minimal
interaction with their technology [31]. Additionally, Patil
et al. takes into consideration context: they suggest mak-
ing feedback actionable and allowing for selective control re-
garding location data [29]. They also show that users have
difficulty articulating location access controls, and suggest
an interface that includes contextual factors as a potential
solution [28]. Almuhimedi et al. studied AppOps, a per-
mission manager introduced in Android 4.3 but removed in
Version 4.4.2 [1]. AppOps allowed users to review and mod-
ify application permissions once installed, as well as set de-
fault permissions that newly installed applications must fol-
low. They examined privacy nudges that were designed to
increase user awareness of privacy risks and facilitate the use
of AppOps. They concluded that Android users benefit from
the use of a permission manager, and that privacy nudges
are an effective method of increasing user awareness [1].

Although AppOps was removed from Android, Android 6.0
(Marshmallow) reintroduced permission management. It—
and subsequent versions as of this writing—include an up-
dated interface that allows the user to view all of the per-
missions that a particular app has been granted, as well as
all of the apps that have been granted a particular permis-
sion (Figure 1). Unfortunately, these controls are buried
deep within the Settings app, and it is therefore unlikely
that users are aware of them. For instance, viewing a par-
ticular app’s permissions requires navigating four levels of
sub-panels, whereas viewing all the apps that have requested
a particular permission requires navigating five levels. By
comparison, TurtleGuard is one click from the main Settings
panel and explicitly presents the relationships between ap-
plications, permissions, and controls.

XPrivacy [6], DonkeyGuard [7], Permission Master [23], and
LineageOS’s1 Privacy Guard [24] are examples of other third-
party permission management software. These utilities re-
quire additional privileges and techniques to install because
Android provides no official mechanisms for third-party pro-
grams to modify the permission system. For instance, Pri-
vacy Guard is built into the LineageOS custom ROM [24];

1LineageOS is a recent fork of CyanogenMod after the lat-
ter’s discontinuation.
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Figure 1: After navigating four and five levels of sub-panels
within the Android Settings app, respectively, users can
limit a specific app’s access to specific permissions (left) or
limit the apps that can access a particular permission (right).

others use the Xposed Framework [32], which requires an
unlocked bootloader and a custom recovery partition. Such
restrictions are necessary to prevent malicious software from
interfering with the existing permission system.

Third-party permission managers offer users a variety of fea-
tures to fine-tune access to sensitive resources on their de-
vices. XPrivacy has the option to pass fake data to applica-
tions that have been denied access to protected resources [2].
Hornyack et al.’s AppFence similarly allows users to deny
permissions to applications by providing fake data [16]. Pro-
viding fake data is more desirable than simply failing to pro-
vide any data at all, as the latter may cause functionality
loss or application failures.

These managers follow an Identity Based Access Control
model (IBAC), where individual permissions can be set for
each app. Although this model allows users to specify fine-
grained permission preferences, this may be ineffective in
practice for two reasons. First, users may be overwhelmed
by the number of settings available to them, some of which
are only tangentially relevant to privacy. This security de-
sign failure is known as the wall of checkboxes [14]. XPrivacy
and Permission Master show controls for resources whose di-
rect effects on user privacy are unclear, such as keeping a
device awake. TurtleGuard improves usability by showing
only controls for resources deemed “dangerous” in the An-
droid platform [15] and others that previous research has
shown are conducive to using run-time prompts [10]. Sec-
ond, none of the existing permission managers display the
context in which protected resources were accessed. XPri-
vacy, Donkey Guard, and LineageOS’s Privacy Guard pro-
vide timestamps for resource accesses, but the user does not
receive important information about the app’s state, such as
whether it was actively being used when it requested access

to sensitive data. Permission Master offers no historical in-
formation at all. TurtleGuard partially addresses this prob-
lem by listing recently allowed and denied permission access
requests, along with the state and visibility of the request-
ing application at the time the permission was requested.

Apple’s iOS platform offers visibility-sensitive location pri-
vacy settings: “Never” and “Always” (the two settings anal-
ogous to Android’s permission on/off toggles), and a “While
using the app” option, which only permits an application to
access location data while the application is active on the
screen. TurtleGuard uses the same options, but our design is
novel in both the extent of these settings and in who controls
them. Apple’s iOS allows developers to control which of the
three options are available to users to select [3]. Application
developers have faced criticism for removing the “While us-
ing the app” option, forcing users to choose between reduced
functionality and granting the application unrestricted ac-
cess to sensitive location data [26]. Our design, by contrast,
gives users all three of these options for all sensitive permis-
sions (Table 5, Appendix). Furthermore, developers cannot
restrict user choice with these settings, as TurtleGuard is
implemented in the operating system.

Wijesekera et al. show that although AOFU improves on
install-time permissions, AOFU is insufficient because it does
not account for the context of the requests [39]. They exam-
ined this by instrumenting the Android platform to log all
instances of apps accessing sensitive resources. In addition
to their instrumentation, the platform randomly prompted
users about the appropriateness of various permission re-
quests as those requests occurred. Participant responses to
these prompts were treated as the dependent variable for a
training set. Their study showed that 95% of participants
would have chosen to block at least one access request had
the system notified them. On average, participants would
have preferred to block 60% of permission requests. Indeed,
other work suggests that contextual cues are key in detect-
ing privacy violations [25, 4].

A natural extension of AOFU is “ask on every use”: rather
than extrapolating the user’s first-time preference to all fu-
ture accesses to a given resource, each access instead requires
user input. Such a model would conceivably allow users to
accurately specify their contextual preferences because they
know exactly which app attempted to gain access to what re-
source under which circumstance. This approach, however,
is unusable in practice. Research has shown that applica-
tions request access to permission-protected resources with
great frequency: on an average smartphone, roughly once
every 15 seconds [38]. Such a high frequency not only risks
habituation, but would render the device inoperable.

Recent research on permission models has turned towards
using machine learning (ML) [39, 20, 21, 19]. One advan-
tage is ML’s ability to incorporate nuanced contextual data
to predict user preferences; the approach has shown signif-
icantly lower error rates over the status quo, i.e., AOFU.
Wijesekera et al. [39] also showed that ML reduces user in-
volvement, thereby minimizing habituation. They empha-
size, however, the importance of having a user interface that
functions as a feedback-loop to the classifier, since no prac-
tical classifier will ever be 100% accurate. Users can use the
interface to audit the decisions made by the classifier and
correct any decisions that do not match their preferences.
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Such a mechanism not only ensures that the classifier im-
proves its accuracy over time, it also keeps users aware of de-
cisions that were made on their behalves and informs them
of how third-party apps are accessing sensitive resources un-
der various circumstances.

TurtleGuard provides two core components necessary for us-
ability under such contextual privacy models: we provide
users with key contextual information when regulating ac-
cess to sensitive resources, and we provide a method for users
to audit and correct the decisions that have been automati-
cally made by the system.

3. DESIGN OBJECTIVES
TurtleGuard’s primary function is to inform users about the
decisions that have been automatically made on their be-
half, while allowing them to easily correct errors (thereby
improving the accuracy of future decisions). These errors
can be either false positives—an app is denied a permission
that it actually needs to function—or false negatives—an
app is granted access to data against the user’s preferences.

Thompson et al. showed how attribution mechanisms can
help users better understand smartphone application resource
accesses [37]. They found that users expect this information
to be found in the device’s Settings app. In our initial ex-
periment, we evaluated TurtleGuard as a standalone app,
though for this reason we ultimately moved it within the
Android Settings panel prior to our validation experiment.

3.1 Incorporating Context
In prior work, researchers observed that only 22% of partic-
ipants understood that applications continue to run when
not visible and that they have the same access to sensitive
user data that they do when actively being used [37]. This
means that the majority of users incorrectly believe that
applications either stop running when in the background or
lose the ability to access sensitive data altogether. Wijesek-
era et al. corroborated this observation in a field study of
users’ privacy expectations: users are more likely to deem
permission requests from background applications as being
inappropriate or unexpected, and indicate a desire to regu-
late applications’ access to sensitive data based on whether
or not those applications are in use [38].

In the default permission manager, users cannot vary their
decisions based on the visibility of the requesting applica-
tion, or any other contextual factors. Our overarching goal
is to empower users to make contextual decisions (i.e., based
on what they were doing on the device) and to apply these
decisions to future use cases, so that fewer decisions need to
be explicitly made overall. As a first step towards allowing
users to make contextual decisions, TurtleGuard makes de-
cisions about whether or not to allow or deny access based
on whether the requesting application is actively being used.
While this is but one contextual factor amongst many, it is
likely one of the most important factors [38].

Moving one step beyond the all-or-nothing approach of al-
lowing or denying an application’s access to a particular data
type, our new design gives the user a third option: allow-
ing applications to access protected data only when in use
(Table 1 and Figure 2). When the when in use option is se-
lected, the platform only allows an application to access a
resource if the application is running in such a way that it

option meaning

always The permission is always granted to the re-
questing application, regardless of whether
the application is running in the fore-
ground or background.

when in use The permission is granted to the request-
ing application only when there are cues
that the application is running, and denied
when the application is running invisibly in
the background.

never The permission is never granted to the re-
questing application.

Table 1: The three possible permission settings under
TurtleGuard. The when in use option accounts for the visi-
bility of the requesting app, which is a strong contextual cue.

is conspicuous to the user of the device. We consider the
following behaviors conspicuous: (i) the application is run-
ning in the foreground (i.e., the user is actively using it), (ii)
the application has a notification on the screen, (iii) the ap-
plication is in the background but is producing audio while
the device is unmuted. If these conditions do not hold, then
access to the resource is denied.

3.2 Auditing Automatic Decisions
Although Android currently provides an interface to list the
applications that recently accessed location data, similar in-
formation is unavailable for other protected resources. The
existing Android interface also does not differentiate be-
tween actions that applications take when in use and when
not in use. TurtleGuard’s main design objective is therefore
to communicate the types of sensitive data that have been
accessed by applications and under what circumstances.

Our initial design of TurtleGuard can be seen in Figure 2.
The first tab (activity) shows all of the recently allowed or
denied permission requests, including when those requests
occurred and whether the application was in use at the
time. TurtleGuard presents this information as a running
timeline—a log sorted chronologically. A second tab lists all
of the apps installed on the phone in alphabetical order, al-
lowing the user to examine what decisions have been made
for all permissions requested by a particular app. The user
can expand a log entry to change future behavior, if the plat-
form’s automated decision to allow or deny a permission did
not align with the user’s preferences. When the user uses
this interface to change a setting, the classifier is retrained
based on the updated information.

3.3 Permission Families
Android uses over 100 permissions and a given resource can
have more than one related permission. Felt et al. found that
not all the permission types warrant a runtime prompt—it
depends on the nature of the resource and the severity of
the threat [9]. Consequently, TurtleGuard only manages a
subset of permissions (Table 5, Appendix) based on those
deemed sensitive by prior work and by the latest Android
version. In the first prototype of TurtleGuard, we had listed
the original names of the permissions, ungrouped. One of
the changes we made as we iterated on our design after
our pilot experiment was to implement permission “fami-
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Figure 2: The pilot design of TurtleGuard listed recent app
activity (top left), a list of installed apps and their associated
permissions (top right). Permissions can be always granted,
granted only when in use, or never granted (bottom).

lies.” For example, read contacts and write contacts
are grouped into a single contacts permission family. This
means that within TurtleGuard, users only see the human-
readable resource type and not the underlying permissions
the family manages. Any changes that a user makes about
granting a resource therefore affects all permissions in the
same family. For example, there is no longer a distinction
between coarse and fine location data; both are either al-
lowed or denied by a location settings change made using
the TurtleGuard interface.

4. METHODOLOGY
We conducted two online experiments to evaluate the effec-
tiveness of TurtleGuard at providing users with information
and control over app permissions, as compared to Android’s
default permission manager (as of versions 6.0). We designed

the first experiment to examine our initial prototype, as de-
scribed in the previous section. Based on the analysis of our
first experiment, we made changes to our design, and then
validated those changes through a second experiment. In
both experiments, we asked participants to perform four dif-
ferent tasks using an interactive Android simulation. These
tasks involved either retrieving information about an appli-
cation’s prior access to sensitive resources or preventing ac-
cess in the future (i.e., modifying settings). Our study was
approved by our IRB (#2013-02-4992).

In both experiments, we randomly assigned participants to
either the control or experimental conditions. We presented
control participants with an interactive HTML5 simulation
of the default permission manager, which is accessible from
within the Settings app. We presented experimental partic-
ipants with an interactive HTML5 simulation of our novel
permission manager, TurtleGuard. During our pilot exper-
iment, TurtleGuard was accessible through an icon on the
home screen labeled “Privacy Manager,” though we added
it as a sub-panel to the Settings app prior to the validation
experiment (Figure 6 in the Appendix). The questions and
tasks for participants were identical for the two conditions
and both experiments.

4.1 Tasks
We presented participants with four tasks to complete using
the interactive Android simulations: three tasks to retrieve
information about permission settings, and one task to mod-
ify permission settings. Some of these tasks required partic-
ipants to find information about a specific app’s abilities.
In order to avoid biases from participants’ prior experiences
and knowledge of specific real-world apps, these questions
instead focused on a fictitious app, ZvW. While we random-
ized the order of the tasks, we ensured that Task 3 always
came before Task 4 (i.e., we never asked them to prevent
background location data collection prior to asking them
whether background location data was even possible). After
each task, we asked participants to rate the difficulty of the
task using a 5-point Likert scale (“very easy” to “very dif-
ficult”). Finally, upon completing all tasks, we asked them
several demographic questions and then compensated them
$2. We now describe the four tasks in detail.

Task 1: What were the two most recent applications
that accessed this device’s location?
In this task, we asked participants to use the Android sim-
ulation and identify the two applications that most-recently
accessed location data. Participants used two open-ended
fields to answer this question. In the control condition, this
task was correctly accomplished by navigating to the “loca-
tion” screen from within the Settings application (Figure 3).
This screen presents information about applications that re-
cently requested location data.

In the experimental condition, this task was accomplished by
simply studying the “activity” screen, which was displayed
immediately upon opening TurtleGuard (Figure 2). Given
that this task was already supported by the default permis-
sion manager, we wanted to verify that TurtleGuard per-
formed at least as well.
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Task 2: Currently, which of the following data types
can be accessed by the ZvW application?
In the control condition, this was accomplished by perform-
ing the four steps to access the screen in Figure 4 (right):
selecting the“Apps”panel within the Settings app (Figure 3,
left), selecting the ZvW application, and then selecting the
“Permissions.” This screen depicted a list of permissions
available to the application based on what the application
declares as its required permissions; the user is able to fine-
tune this by selectively disabling certain permissions using
the sliders on this screen. We wanted participants to iden-
tify the permissions that were enabled, rather than all of
those that could be enabled in the future.

In the experimental condition, participants could accomplish
this task by selecting the “Apps” tab from within Turtle-
Guard and then expanding the ZvW application to view its
requested permissions (Figure 2, top right). In both condi-
tions, the correct answer to the question was that “location”
is the only data type that can be accessed by the ZvW ap-
plication. Again, given that this task was already supported
by the default permission manager, we wanted to verify that
TurtleGuard performed at least as well.

Task 3: Is the ZvW application able to access location
data when it is not being actively used?
We designed this task to determine whether TurtleGuard
was effective at communicating to participants in the ex-
perimental condition the difference between foreground and
background data access. Similarly, we wanted to examine
whether participants in the control condition understood
that once granted a permission, an application may access
data while not in use. Based on the settings of the simula-
tions, the correct answer across both conditions was “yes.”

Participants in the control group must navigate to Settings,
then the “Apps” panel, and view the list of permissions cor-
responding to the ZvW application, similar to Task 2. Lo-
cation is turned on, and so participants must be able to
understand that this means that the permission is granted
even when it is not actively being used. Participants in the
experimental condition can use TurtleGuard’s “Apps” tab
to view the requested permissions for the ZvW application.
This shows that the location permission is listed as “always”
(Figure 2, top right) and that “when in use” is an unselected
option (Figure 2, bottom).

Task 4: Using the simulation, prevent ZvW from being
able to access your location when you aren’t actively
using ZvW (i.e., it can still access location data when
it is being used). Please describe the steps you took to
accomplish this below, or explain whether you believe
this is even possible.
As a follow-up to the third task, the fourth task involved
participants explaining the steps that they went through in
order to limit background location access, or to explain that
it is not possible.

Those in the experimental condition could locate and change
this permission setting either through the activity timeline
or by locating ZvW from the “Apps” tab (Figure 2). We
marked answers correct that specifically mentioned changing
the setting to “when in use.”

Those in the control condition could not prevent this access.
We marked responses correct if they indicated that this task
was impossible to complete. Two coders independently re-
viewed the responses to this task (Cohen’s κ = 0.903). The
objective of this task was to see TurtleGuard’s success at
allowing participants to vary settings based on application
use (a strong contextual cue) and to examine whether par-
ticipants knew that this was not possible when using the
default permission manager.

4.2 UI Instrumentation
We built an interactive HTML5 simulation of the UI designs
described in the previous section using proto.io. We instru-
mented the simulations to log all interactions (e.g., panels
visited, buttons clicked, etc.). This data allowed us to ana-
lyze how participants navigated the UI to perform each task.

4.3 Qualitative Data
In addition to analyzing the participants’ responses to the
four tasks, their perceived difficulty of each of the tasks, and
their demographic information, we also collected responses
to two open-ended questions:

Thinking about the tasks that you performed in this sur-
vey, have you ever wanted to find similar information
about the apps running on your smartphone?
We coded participants’ responses as a binary value. Re-
sponses indicating sentiments such as “yes” and “I always
wanted that”were coded as true. Clear negative answers and
weak affirmative answers such as “sometimes” and “maybe”
were coded as false. The purpose of this question is to see
how prevalent seeking information is in the real world.

Thinking about the simulation that you just used, what
could be done to make it easier to find information
about how apps access sensitive information?
We coded participants’ responses in multiple ways. First,
as binary values indicating contentment with the presented
design. Responses that affirmed that the user would change
nothing about the presented design were coded as true. Any
complaints or suggestions were coded as false, as well as re-
sponses with uncertainty, confusion, or ambivalence (e.g., “I
don’t know”). We further coded responses that had specific
suggestions, using tags for the different themes.

Each response was coded by two experienced coders working
independently, who then compared responses and recorded
their coding conflicts. The coders discussed and reconciled
the differences using their mutually agreed upon stricter in-
terpretation given the nature of the tasks. This produced
the final coding of the data, which is used in our analysis.

5. PILOT EXPERIMENT
Using the methodology outlined in the previous section, we
recruited 400 participants from Amazon’s Mechanical Turk
for a pilot experiment. We discarded 8 incomplete sets of
responses, leaving us with 392 participants. Our sample was
biased towards male respondents (65% of 392), however, a
chi-square test indicated no significant differences between
genders with regard to successfully completing each task.
Disclosed ages ranged from 19 to 69, with an average age
of 33. In the remainder of this section, we describe our
results for each task, and then describe changes we made to
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Figure 3: In Task 1, participants in the control condition
could identify the most recent applications that requested
location data from within the Settings application. This was
also a valid method for Task 1 in the experimental condition
for the validation study.

TurtleGuard’s interface as a result of this initial experiment.
We note that in our simulation, Settings can only be reached
by tapping on the icon from the home screen. In all of
our tasks, we also asked participants to evaluate perceived
difficulty using a 5-point Likert scale.

5.1 Task 1: Recent Location Access
In the control condition, 84% of participants (167 out of 198)
correctly completed this task, whereas only 68% (132 out of
194) completed it correctly in the experimental condition.
This difference was statistically significant (χ2 = 14.391,
p < 0.0005), though with a small-to-medium effect size
(φ = 0.192). In both cases, answers were marked correct
if they mentioned both the Browser and ZvW applications
(Table 2). Of the 49 participants in the experimental group
who tried but failed, 13 never opened TurtleGuard, and over
73% (36 of 49) entered“Browser”and“Contacts”, which were
the first two applications listed in the activity tab of the Per-
mission Manager. The activity tab showed recent resource
accesses in a chronological order—“Browser” had been de-
nied a location request and “Contact” had successfully ac-
cessed call logs.

Participants did not seem to understand that the activity log
presented entries related to all sensitive data types, not just
location data. This confusion might also stem from their fa-
miliarity with the location access panel in stock Android, in
which location access requests are presented in chronologi-
cal order. We hypothesize that this confusion is addressable
by redesigning the activity log to better distinguish between
data types and allowed-versus-denied permission requests.
One possible way of implementing this is to create separate
tabs for allowed and denied requests, as well as to group
similar data types together (rather than presenting all per-
mission request activity in chronological order).

Condition Correct Incorrect

Task 1
control 167 (84%) 31 (15%)
experimental 132 (68%) 62 (32%)

Task 2
control 140 (70%) 58 (29%)
experimental 116 (59%) 78 (40%)

Task 3
control 86 (43%) 112 (56%)
experimental 153 (78%) 41 (21%)

Task 4
control 47 (23%) 151 (76%)
experimental 144 (75%) 49 (25%)

Table 2: Participants in each condition who performed each
task correctly during the pilot experiment.

Figure 4: In Task 2, participants in the control condition
could identify the permissions granted to the ZvW applica-
tion by selecting the “Apps” panel from within the Settings
application, and then selecting the application, followed by
the “Permissions” panel.

5.2 Task 2: Finding Granted Permissions
In the second task, we asked participants to list all of the
data types that the ZvW application currently had access
to. We observed that 140 participants in the control con-
dition (70.7% of 198) and 116 participants in the experi-
mental condition (59.8% of 194) performed this task cor-
rectly. After correcting for multiple testing, this difference
was not statistically significant (χ2 = 5.151, p < 0.023).
However, despite the lack of statistical significance, we were
surprised that not more people in the experimental condi-
tion answered correctly. Upon investigating further, we no-
ticed several confounding factors that might have made this
task more difficult for people in this condition. First, while
the control condition displays the currently-allowed permis-
sions as grayed-out text on the “App Info” page (Figure 4),
the experimental condition lists all requested permissions—
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which is a superset of the allowed permissions (top-right of
Figure 2). Second, we noticed that due to an experimental
design error, the permissions requested by the ZvW app in
the experimental condition included several that were not in-
cluded in the options presented to participants (e.g., “Write
Contacts” and “Read Call Log”). This may have made this
task confusing for these participants.

5.3 Task 3: Finding Background Activity
In the third task, we asked participants whether the ZvW
application had the ability to access location data while not
actively being used. We observed that 86 participants in
the control condition (43% of 198) correctly answered this
question, as compared to 153 participants in the experimen-
tal condition (78% of 194). This difference was statistically
significant (χ2 = 51.695, p < 0.0005) with a medium effect
size (φ = 0.363). Thus, the new dashboard interface suc-
cessfully differentiated between foreground and background
permission usage.

5.4 Task 4: Limiting Background Activity
We observed that only 47 participants in the control con-
dition (23% of 198) correctly stated that this task was im-
possible. In the experimental condition, 144 (74% of 193)2

clearly articulated the steps that they would go through us-
ing the privacy dashboard to change location access from
“always” to “when in use.” This difference was statistically
significant (χ2 = 101.234, p < 0.0005) with a large effect
size (φ = 0.509).

5.5 Design Changes
Based on the results of our first two tasks, in which partici-
pants in the control condition were more likely to correctly
locate information about recent app activities and the per-
missions that apps had requested, we made several design
changes to the TurtleGuard interface. First, we split the ac-
tivity timeline into two separate tabs: recently allowed per-
mission requests, and recently denied permission requests.
Second, rather than showing all activity in chronological
order, the activity timeline is now categorized by resource
type, with the events for each resource type sorted chrono-
logically. These changes can be seen in the top of Figure 5.

In addition to these changes, we also modified the apps tab
to show grayed-out allowed permissions for each app, similar
to the App Info panel in the default permission manager.
Due to the error we noted in the experimental condition in
Task 2, we made sure that all app permissions were the same
in both conditions.

Finally, we moved TurtleGuard to be within the Settings
app, so that it appears as a panel labeled “Permissions Man-
ager” (Figure 6, Appendix). For consistency, when partici-
pants in the experimental condition select the “Permissions”
sub-panel from within the “App Info” panel (Figure 4, left),
they are now redirected to TurtleGuard’s “Apps” panel, pre-
opened to the app in question (Figure 5, bottom right).

6. VALIDATION EXPERIMENT
Following our pilot experiment and subsequent design changes,
we performed a validation experiment. In the remainder of
this section, we discuss our results (Table 3).

2One person could not load the iframe containing the sim-
ulation during this task.

Figure 5: TurtleGuard separates recently allowed (top left)
and denied (top right) permissions. The “Apps” tab lists the
allowed permissions of all apps (bottom left). Expanding an
app allows the user to make changes (bottom right).

6.1 Participants
Because of several known biases in Mechanical Turk’s de-
mographics [27, 33, 22], we decided to compare a sample of
298 Mechanical Turk participants to a sample of 300 Pro-
lific Academic participants. Peer et al. recently performed
several studies on various crowdsourcing platforms and con-
cluded that the latter yields more diverse participants [30].
We limited both groups to participants based in the U.S.,
over 18, owning an Android phone, and having a 95% ap-
proval rating on their respective platform. After removing
18 incomplete responses, we were left with a combined sam-
ple of 580 participants. We analyzed the results from the
two groups, and discovered that the high-level findings (i.e.,
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Condition Correct Incorrect

Task 1
control 237 (82.6%) 50 (17.4%)
experimental 241 (82.5%) 52 (17.5%)

Task 2
control 232 (77.1%) 55 (22.9%)
experimental 226 (80.8%) 67 (19.2%)

Task 3
control 108 (37.6%) 179 (62.4%)
experimental 230 (78.5%) 63 (21.5%)

Task 4
control 79 (27.5%) 208 (72.5%)
experimental 224 (76.5%) 69 (23.5%)

Table 3: Participants in each condition who performed each
task correctly during the validation experiment.

task performance) did not observably differ. For the remain-
der of our study, we therefore discuss the combined results.
Our sample was biased towards male respondents (63% of
580), however, a chi-square test indicated no significant dif-
ferences between genders with regard to successfully com-
pleting each task. Disclosed ages ranged from 19 to 74, with
an average age of 33. Participants performed the same tasks
as those in the pilot experiment and took on average 9 min-
utes and 17 seconds to complete the experiment.

6.2 Task 1: Recent Location Access
Recall that in this task, we asked participants to identify the
two most recent applications that accessed location data.
For the experimental condition, in addition to using the
same method as the control (navigating to the “Location”
sub-panel of the Settings app), participants could navigate
to the “Allowed” tab within TurtleGuard, and then examine
the“Location”permission to see the two most recent accesses
(top left of Figure 5). In the control condition, 237 partici-
pants (82.6% of 287) correctly completed this task, whereas
241 (82.5% of 293) completed it correctly in the experimen-
tal condition. A chi-square test revealed that this difference
was not statistically significant (χ2 = 0.011, p < 0.918).

We observed that most of the participants in both condi-
tions used the default method of accomplishing this task
(i.e., accessing the Location sub-panel): 80.1% of those who
answered correctly in the experimental condition and 92.8%
of those in the control condition. Fifteen participants in
the control condition answered correctly despite not access-
ing the panel—likely by random guessing, and two who an-
swered correctly by exhaustively searching the “App Info”
panels of installed apps, to see which had been granted the
location permission; 48 participants in the experimental con-
dition used TurtleGuard to yield the correct answer.

A total of 102 participants incorrectly answered the question
in Task 1. Of the incorrect responses, five participants failed
to properly navigate the simulation and wrote that it was
broken or the buttons did not work; 9 participants did not
respond or wrote that they did not know. Of the other 88
participants, 38 (43%) listed “App Store” as one of their
selections, making it the most common error.

More specifically, 18 participants listed their answers as both
“App Store” and “Browser.” We believe that this is because
both the stock Android Apps Manager and TurtleGuard’s
“Apps” tab (Figure 5, bottom) sort the entries alphabeti-
cally, and by looking at the permissions available to both of
these apps, participants would see that both have location
access. Nevertheless, they are not the most recent apps to
access location data.

Overall, these results suggest that the changes we made af-
ter our pilot experiment resulted in marked improvements.
We further investigated this by examining participants’ per-
ceived ease-of-use, as measured using the 5-point Likert scale
(“very easy (1)” to “very difficult (5)”). In the experimen-
tal condition, 84 participants accessed TurtleGuard to com-
plete this task (regardless of whether or not they answered
correctly). We compared these 84 responses with the 463
responses from participants who only used the default Set-
tings panel (i.e., 195 in the experimental group and 268
in the control group). The median responses from both
groups was “easy” (2), however there was a statistically sig-
nificant difference between the groups (Wilcoxon Rank-Sum
test: Z = −3.9605, p < 0.0005), with a small effect size
(r = 0.17)—participants who used TurtleGuard found it
more difficult compared to the default Settings panel. This
difference appears to be due to those who performed the task
incorrectly: the median response for TurtleGuard users who
answered incorrectly was “difficult (4),” whereas it was “neu-
tral (3)” for other participants. This may actually be a good
thing: participants who confidently answered incorrectly are
at greater risk due to over confidence, whereas those who had
difficulty may be more likely to seek out more information.

6.3 Task 2: Finding Granted Permissions
In this task, participants had to locate the app’s allowed
permissions to discover that “location” was the only allowed
permission in both the experimental and control conditions.
This could be accomplished by viewing TurtleGuard’s Apps
tab (bottom of Figure 5) for those in the experimental con-
dition, or by viewing an app’s App Info panel from within
the Settings app (Figure 4), which was available to those in
either condition.

In total, 458 participants correctly performed this task (79%
of 580). Table 3 displays the breakdown of the results by
condition. A chi-square test did not yield statistically sig-
nificant results between the two conditions in terms of task
completion (χ2 = 0.984, p < 0.321).

Of the 226 experimental condition participants who per-
formed the task correctly, 127 (56.2%) did so by using Turtle-
Guard. In total, 145 experimental condition participants ac-
cessed TurtleGuard, and reported a median task difficulty
of “easy (2).” This did not significantly differ from the 375
other participants in both conditions who only examined the
default Settings panels to perform the task and also reported
a median difficulty of “easy” (Z = 1.808, p < 0.238); 60 par-
ticipants never opened Settings (10 of whom answered the
question correctly, likely due to random guessing).

6.4 Task 3: Finding Background Activity
To perform this task, participants in the control group had
to navigate to Settings, then the “Apps” panel, and view the
list of permissions corresponding to the ZvW application
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(Figure 4). However, performing this sequence of steps still
did not guarantee they would answer the question correctly:
they needed to observe that location data was allowed, as
well as understand that this meant that location data could
be accessed by the app even when it is not actively being
used. Participants in the experimental condition answered
this question through TurtleGuard, which shows that the lo-
cation permission was listed as “Always” (Figure 5), thereby
eliminating the ambiguity.

We observed that 230 experimental condition participants
answered this question correctly (78.5% of 293), as com-
pared to only 108 control participants (37.6% of 287). A
chi-square test showed that this difference was significant
(χ = 97.914, p < 0.0005) with a medium-to-large effect size
(φ = 0.414). This observation corroborates Thompson et
al.’s findings [37] that users are largely unaware that apps
can access sensitive data when not in use. TurtleGuard,
however, was more effective at communicating this informa-
tion to participants. Among the participants in the experi-
mental condition, 24.57% took the extra step to click on the
location entry (bottom right of Figure 5) to see the other op-
tions available (Figure 2): always, when in use, and never.

We found that 129 participants used TurtleGuard to per-
form this task, which suggests that 101 (34.5% of experimen-
tal condition participants) still got it correct either based on
prior knowledge—a proportion consistent with Thompson et
al.’s findings [37]—or after having used TurtleGuard in pre-
ceding tasks. There were 383 participants who completed
the task by examining existing areas of the Settings app,
whereas 68 participants never bothered to open Settings to
complete this task. The median ease of use for those who
used TurtleGuard was “easy (2)”, while the median ease of
use for those who used the default permission manager was
“neutral (3)”. This difference was statistically significant
(Z = −2.885, p < 0.004) with a small effect size (r = 0.13).
Participants in the control condition also took significantly
longer to complete the task: 49.63 seconds versus 26.65 sec-
onds. A Wilcoxon Rank-Sum test found this difference to be
statistically significant (Z = −5.239, p < 0.0005, r = 0.22).

6.5 Task 4: Limiting Background Activity
Task 4 asked participants to describe the steps to prevent an
application from accessing location data while the applica-
tion was not in use, or to state that it is not possible to pre-
vent it. It is only possible to prevent it using TurtleGuard.

In the experimental condition, 224 (76.5% of 293) explic-
itly stated how they would use TurtleGuard to change the
permission to “when in use”,3 whereas only 79 (27.5% of
287) control group participants correctly stated that this
task was impossible using the default permission manager.
This difference was statistically significant (χ2 = 137.14,
p < 0.0005) with a large effect size (φ = 0.49).

A majority of the participants (72.5%) in the control group
incorrectly believed that they could vary their decisions based
on the visibility of the application. The most common re-
sponses involved disabling location data altogether, prevent-
ing the app from running, or restricting “background data”:

3We used a very conservative rubric: 11 participants who
described using TurtleGuard, but did not explicitly use the
phrase “when in use,” were coded as being incorrect.

• Settings > Apps > ZvW > Toggle Location Off

• Disable or Force Stop the Application

• Settings > Location > ZvW > Permissions > Toggle
Location Off

• Settings > Apps > ZvW > Data Usage > Restrict
Background Data

• Settings > Location > Toggle Location Off

A considerable portion (14%) chose to “restrict background
data,” which does something else entirely: it prevents data
surcharges while roaming on foreign networks. This is an-
other example of a disconnect between users’ mental models
and the true meaning of these configuration options. That
said, a small number of participants in the control condition
correctly stated that they would need to disable the app’s
location permission, and then re-enable it every time they
wanted to use that app, a tedious process that is prone to
forgetfulness—we treated this response as correct. Another
substantial portion among the default permission manager
condition (46%) wanted to block the location globally (from
the default location panel) or block the location access from
ZvW app entirely. While this is an overly restrictive option
compared to when in use, this is the closest option provided
in Android—we treated this as an incorrect response.

As expected, participants in the control condition rated the
difficulty of this task as “neutral (3)”, whereas the median
Likert score from those in the experimental condition was
“easy (2)”. This difference was statistically significant with
a large effect size (p < 0.0005, φ = 0.49). The partici-
pants in the control condition who successfully completed
the task (e.g., by acknowledging it was impossible) strug-
gled immensely with it, evaluating it as “difficult (4)”.

7. USER PERCEPTIONS
After completing the four tasks, participants answered two
open-ended questions about whether they have looked for
this type of permission information in the past, and whether
they have any suggestions to offer us about the design of the
interface they had just used. Two researchers independently
coded each question and then resolved conflicts. We provide
Cohen’s inter-rater reliability statistic (κ) for each coding.

7.1 Prior Experiences
Our first question asked: Thinking about the tasks that you
performed in this survey, have you ever wanted to find simi-
lar information about the apps running on your smartphone?

Our goal was to determine whether participants had pre-
viously thought about resource access or configuring pri-
vacy preferences, and whether having these features would
be beneficial. On average, 63.1% of participants stated that
they had thought about this (Cohen’s κ = 0.792), and the
experimental condition they were in proved to be insignif-
icant. We did, however, observe a positive correlation be-
tween performance on the four tasks (i.e., number of tasks
performed correctly) and reporting having previously thought
about these issues (p < 0.007511, r = 0.155).

Among the people who chose to be more detailed in their
responses, several themes emerged. A large portion men-
tioned that the reason they had tried these tasks before is
that they wanted to be able to exert more control over their
installed apps:
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Changes No Changes

control 245 (85.4%) 42 (14.6%)
experimental 187 (63.8%) 106 (36.3%)

Table 4: Whether participants believed changes were needed
to the interfaces they used during the validation study.

• “I was somewhat familiar with these menus already be-
fore starting this task. I like to have control over my
app permissions including location and data manage-
ment.”

• “Yes, I’ve often wanted a little more control over what
my apps get to access”

A minority of participants expressed their frustrations on
how the current default user interfaces in Android were con-
fusing and did not let them set privacy preferences the way
they wanted:

• “Yes but usually can’t find anything on there either like
these. So I gave up trying.”

• “Yes. I want to know what they collect, although it gets
tedious to try to figure it all out. Sometimes I’d rather
just ignore it.”

These comments highlight the fact that many users want to
have control over resource usage by applications, and that
many feel helpless to do so, given the options offered by
current privacy management interfaces. These observations
further strengthen the need for a more usable interface that
will help people to feel more empowered.

7.2 Suggestions
In our second exit survey question, we asked: Thinking about
the simulation that you just used, what could be done to make
it easier to find information about how apps access sensitive
information?

This question had two purposes: (i) to gather specific design
recommendations from participants who used TurtleGuard;
(ii) to get general suggestions from participants who used
the default permission manager.

In total, 66.03% participants (383 of 580) suggested at least
some change or improvement (Cohen’s κ = 0.896). Table 4
shows the breakdown of how many participants in each con-
dition prefer a change in the dashboard within their condi-
tion. A chi-square test shows a statistically significant as-
sociation between a participant’s condition and whether the
participant wants changes in the dashboard (p < 0.00005, φ =
0.237). This suggests the participants in the experimental
condition are more satisfied with the controls provided by
the new design than those in the control condition. Our
work aims to fill the need users have regarding control over
permissions and their personal privacy.

The most common suggestion (32.24% of all suggestions)
was to reduce the number of layers to the actual permis-
sion interface (Cohen’s κ = 0.603). Participants complained
about number of different interfaces they had to traverse
before reaching the actual permission interface. Many par-
ticipants suggested that they would prefer to reach a per-

mission control interface directly through the application—
either as part of the application or by pressing the app icon.
TurtleGuard addresses this concern by providing a path to
permission management that involves fewer clicks and cen-
tralizes all permission management functionality.

• “Streamline the interface to require less touches to find
the information about permissions and make it explicit
as to what type of data would be collected if allowed.”

• “Perhaps have an easier way to access the app’s set-
tings, such as holding onto an app’s icon will bring up
its specific settings.”

• “Make each app itself have the option to find that infor-
mation instead of going to the general phone settings.”

• “There should be one centralized location, or maybe an
app for that. Just to toggle with these very important
settings.”

Seven participants thought having a log of recent resource
usage by applications would be useful. Some went further,
mentioning that the log should also provide contextual cues,
such as the visibility of the application at the time it makes
the request. This finding provides evidence in support of Liu
et al. [20], that recent statistics help users make better de-
cisions. TurtleGuard provides this functionality by showing
all the recent resource requests along with (i) the decision
that platform took on behalf of the users, (ii) the time that
the decision was made, and (iii) the visibility of the request-
ing application.

• “It would be useful to have a dashboard which shows
which apps are accessing what and when. Being able
to see a log of the actual data that was accessed would
also be useful.”

• “A log could be provided as an option in the settings
that shows all times an app accessed sensitive infor-
mation.”

A few participants (14.6%) also suggested that there should
be a tutorial, wizard style guide, or a FAQ to explain how
to manage permissions (Cohen’s κ = 0.651). Some wanted
the applications to explain why they need access to certain
resources. Some even suggested runtime prompts for every
sensitive request access. One participant suggested that app
developers hold a YouTube Q&A session on resource usage
after each release:

• “As the app is being introduced to the users, they should
make a youtube q&a to answer any simple questions
like this.”

Prior work has already shown that having runtime prompts
on every sensitive request is not feasible [38]—we believe
that a log of recent resource accesses with surrounding con-
text is the closest practical solution.

8. DISCUSSION
Our primary goal is to empower users to make privacy de-
cisions better aligned with their preferences and to keep
them informed about how third-party applications exercise
granted permissions, and under what circumstances. We
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performed iterative user-centered design on a new permis-
sion management interface, TurtleGuard, which offers users
significant improvements in their ability to control permis-
sions when compared to the default permission manager.

8.1 Auditing Automated Decision Making
Recent research uses machine-learning techniques to auto-
matically predict users’ permission preferences [39, 20, 19,
21]. While machine-learning (ML) techniques have been
shown to be better at predicting users’ preferences [39], they
are still prone to errors.

If systems are going to use ML in the future, there must be
mechanisms for users to audit the decisions made on their
behalves. We believe that the design we present in our study
is a critical first step towards achieving that goal. Partici-
pants using TurtleGuard were better able to understand and
control when apps have access to sensitive data than partic-
ipants using the default permission manager. A substantial
proportion of participants mentioned the desire to have a
log that they could use to see how each application accesses
sensitive resources—functionality that is missing in the de-
fault permission manager, but is provided by TurtleGuard.

8.2 Correcting Mental Models
In Task 4, we asked participants to disable access to loca-
tion data when the example app, ZvW, was not actively be-
ing used, or to explain that this was not possible. We found
that 72.5% of the participants in the control condition in-
correctly believed that this was possible. Analyzing the dif-
ferent paths that participants in the control condition took
while using the Android simulation, it was evident that the
majority of participants did not understand the limits of
the permission interface’s provided functionality. This mis-
match between users’ mental models and actual functional-
ity may lead to users incorrectly believing that they have
denied access to certain requests for sensitive data.

8.3 Privacy Nudges
Previous work investigated ways to nudge users to config-
ure their privacy settings and make them aware of how ap-
plications access their data [20, 13, 17]. While helping mo-
tivate users to use TurtleGuard (and other privacy man-
agement interfaces) is important, it is out of scope for this
work. Nevertheless, our survey results showed that 63.1% of
participants—independent of condition—previously searched
for permission information on their smartphones. This shows
that users are keen to understand how applications use their
sensitive resources, and interfaces similar to the one we present
in this study fill a critical need.

8.4 Limitations
In our proposed interface, TurtleGuard, we allow users to
vary their decisions based on the visibility of the request-
ing application. We believe this is a significant first step to-
wards enabling users to make contextual privacy decisions.
The full extent of the impact of the surrounding context,
however, goes beyond the mere visibility of the requesting
application. More work is needed to understand different
contextual factors and their respective impact on users’ pri-
vacy decisions. We hope the results of this study will pave
the path for future work on implementing fully contextually
aware permission managers.

Additionally, we acknowledge the limitations in our screen-
ing process: participants who selected Android as their mo-
bile device may have varying levels of usage and knowledge
regarding the platform. Prior experience may have rendered
the default permission manager as being easier to use for
some participants in the control condition. This suggests
that for new Android users, the usability improvements of
TurtleGuard may be even greater than what we observed.

We also acknowledge that irregularities in the simulation
may have had an impact towards participants’ comprehen-
sion and completion rates. These confounding factors intro-
duced by the UI, however, would have impacted both con-
ditions equally, because the control condition was simulated
using the same infrastructure and development environment.
Finally, for users in the control condition, Task 4 may have
been deceptively tricky due to its impossibility. Neverthe-
less, the incorrect answers underscore a very real problem:
Android users are not aware that they are unable to deny
resources to applications that they are not using.

8.5 Conclusion
Android’s existing permission models, ask-on-install (AOI)
and ask-on-first-use (AOFU), are insufficient at fulfilling users’
privacy desires and needs. Neither of the existing models
account for contextual factors in their decisions to allow or
deny access to sensitive data. Users want to protect their
sensitive information, but have a hard time understanding
when access to data is and is not being allowed. TurtleGuard
adds both ease of use and functionality, including the abil-
ity to consider application visibility when specifying privacy
preferences, which has been shown to be a strong contex-
tual cue. In our study of TurtleGuard, we had participants
perform permission-related tasks and compared their perfor-
mance TurtleGuard with a control group using the default
permission manager. Based on our results, we iterated on
TurtleGuard’s design, and then performed a validation ex-
periment to confirm the validity of our changes. Our results
show that users are significantly better at performing per-
mission management tasks with TurtleGuard than the de-
fault permission manager.
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APPENDIX

Permission Explanation

call phone
process outgoing calls
read phone
read call log
add voicemail
write call log

Make and process calls as well
as read information about call
status, network information and
previously made phone calls

camera Access camera devices

get accounts Access to list of accounts

read calendar
write calendar

Read and write events to the
user’s calendar

read contacts
write contacts

Read and write to user’s con-
tacts

read external storage
write external storage

Read and write files to the user’s
external storage

record audio Record audio

access coarse location
access fine location
access wifi state

Read location information in
various ways including network
SSID-based location

read sms
send sms
receive sms

Read SMS messages from the de-
vice (including drafts) as well as
send and receive new ones SMS

Table 5: Sensitive permissions managed by TurtleGuard.
Permissions grouped by a single explanation form the fam-
ilies used in our system to reduce the number of managed
permission as discussed in Section 3.
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Condition Correct Incorrect All

Task 1
control 2 3 2
experimental 2 4 2

Task 2
control 2 3 3
experimental 2 3 2

Task 3
control 2 4 3
experimental 2 3 2

Task 4
control 4 2 3
experimental 2 2 2

Table 6: Median ease-of-use Likert scores for all tasks, condi-
tions, and correctness in the validation experiment. Higher
scores indicate more difficulty.

Figure 6: In the pilot experiment, TurtleGuard was launched
via the icon labeled “Privacy Manager” (top left), but then
added as a sub-panel to the Settings app, labeled “Permis-
sions Manager,” for the validation experiment (top right). In
the control condition in the pilot experiment and both con-
ditions in the validation experiment, the Settings app was
accessible from the home screen (bottom).
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Figure 7: Ease of use histograms for each task (validation
experiment)

Figure 8: Ease of use histogram for Task 1 (validation ex-
periment)
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Figure 9: Ease of use histogram for Task 2 (validation ex-
periment)

Figure 10: Ease of use histogram for Task 3 (validation ex-
periment)
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Figure 11: Ease of use histogram for Task 4 (validation ex-
periment)

18

162    Thirteenth Symposium on Usable Privacy and Security USENIX Association



Authentication on the Go: Assessing the Effect of
Movement on Mobile Device Keystroke Dynamics

Heather Crawford
Harris Institute for Assured Information

Florida Institute of Technology
Melbourne, FL

hcrawford@fit.edu

Ebad Ahmadzadeh
School of Computing

Florida Institute of Technology
Melbourne, FL

mahmadzadehe2012@my.fit.edu

ABSTRACT
Transparent authentication based on behavioral biometrics
has the potential to improve the usability of mobile authen-
tication due to the lack of a possibly intrusive user inter-
face. Keystroke dynamics, or typing behavior, is a poten-
tially rich source of biometric information for those that type
frequently, and thus has been studied widely as an authenti-
cator on touch-based mobile devices. However, the typing-
while-moving scenario that characterizes mobile device use
may change keystroke-based patterns sufficiently that typ-
ing biometrics-based authentication may not be viable. This
paper presents a user study on the effects of user movement
while typing on the effectiveness of keystroke dynamics as
an authenticator. Using the dynamic text-based keystroke
timings of 36 study participants, we first show that näıvely
measuring patterns without considering position (e.g., sit-
ting, standing or walking while typing) results in generic pat-
terns that are little better than chance. We show that first
determining the user’s position before classifying their typ-
ing behavior, our two-phased approach, inferred the user’s
position with an AUC of above 90%, and the user’s typing
pattern was classified with an AUC of over 93%. Our re-
sults show that user typing patterns are a viable secondary
or continuous post-PIN authentication method, even when
movement changes a user’s typing pattern.

1. INTRODUCTION
Mobile devices have become full computing platforms. The
data and services they provide have made protecting them of
paramount importance. Most devices use a secret knowledge-
based means to protect them, such as a password, PIN, or
small sketch (e.g., Android pattern lock). These are appro-
priate measures for initially protecting the device, but they
do not provide protection if the device owner does not use
them, or if an attacker gains access to an unlocked device.
Keystroke dynamics, or the way in which a person types,
has been suggested as a possible means to improve authen-
tication by allowing it to be both continuous, protecting the
device even after the initial password has been entered, but

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
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Symposium on Usable Privacy and Security (SOUPS) 2017, July 12–14,
2017, Santa Clara, California.

also transparent in that the user need not be distracted from
their main task in order to authenticate regularly [42]. This
has the potential to not only provide a higher device secu-
rity level by continuing to authenticate the user after initial
password entry, but also improve usability by removing a
potentially disruptive request for repeated authentication.

Many of the existing keystroke dynamics studies have relied
on the user typing a fixed word or phrase, such as adding
keystroke dynamics to password entry, a practice known
as password hardening [35], but not on dynamic text that
changes from sample to sample. Also, much effort has gone
into selecting the “best” classifier or the “best” set of fea-
tures, with only small changes in the apparent distinctive
nature of either.

This paper presents a keystroke dynamics user study de-
signed to determine whether user typing patterns change
enough during movement that it can no longer be used as
an authenticator. We found on initial analysis that typing
patterns over three positions (sitting, standing and walking)
were insufficiently distinct to be used as evidence for authen-
tication. This poor result is due to the additional movement
that classification algorithms must overcome while typing.
We have developed a phased classification approach, seen
in Figure 1, that takes advantage of such movement. Our
phased approach begins with using gyroscope data gathered
at each keypress to determine the user’s position (sit, stand,
or walk). Next, classification models are created for each of
the three positions under study that are then used to classify
new data. The work presented here is a feasibility study to
determine whether the collected gyroscope data is suitable
for determining user position. The main novelty in our work
is showing that modeling user typing based on their position
improves classification rates over building a single, position-
independent model. Our results show an improvement in
AUC from 66% to 97% when position is considered before
classifying keystroke dynamics data. These results indicate
that our phased approach has merit; future work includes
simulating the classification model to determine its use in
practice.

2. BACKGROUND AND RELATED WORK
2.1 Mobile Device Authentication
In addition to existing password- and PIN-based authentica-
tion methods, research has begun to emerge on alternative
authentication methods that consider the mobile device’s
needs more closely; in particular interest in using graphical
passwords as an authenticator has been demonstrated [38,
41]. However, these methods still provide an all-or-nothing
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Figure 1: Our two-phased classification model

approach to device protection in that once the user is cor-
rectly authenticated, they are granted access to all data,
services and apps on the device. In response, researchers
have begun to study methods that continue to authenticate
the user invisibly in the background while other tasks are
completed. This is called transparent, continuous authenti-
cation. This type of authentication gathers behavioral bio-
metric data such as keystroke dynamics [9, 32], touches [20,
42], etc. to continuously ensure that the device owner is the
one currently using the device. Methods by which access
to apps, data and services on the device can be restricted
based on the identity of the current user have also begun to
emerge [19].

2.2 Keystroke Dynamics
Keystroke dynamics is a behavioral biometric that uses pat-
terns in how a person types to distinguish them from other
users. It uses metrics such as key hold time (the amount
of time between pressing and releasing the same key) and
inter-key latency (the amount of time that passes between
releasing one key and pressing the next) to identify these dis-
tinctive patterns. Researchers have examined other poten-
tial biometrics such as touch [11], facial recognition [15] and
device movement [17]. Keystroke dynamics began with stud-
ies on desktop and laptop computers [30, 36] and in recent
years has moved to mobile devices such as smartphones [13,
32]. Many keystroke dynamics studies attempt to replicate
a password hardening situation in which the data gathered
during the study is based on a known password that each
study participant types a set number of times [28]. This
practice can increase the strength of traditional passwords,
but still provides an all-or-nothing approach to authenti-
cation. More recently, research has focused on providing
transparent authentication that protects throughout device
use rather than just at the beginning. It is this research
that maps most directly to ours; thus we will focus on the
current work in this area.

Typing patterns while moving have been studied by Claw-
son et al. in an effort to determine whether moving while
typing affects accuracy and errors [16]. Their study had 36

participants type set phrases using a hard keyboard on a
mobile device (Blackberry Curve 8320) while walking a set
path. Their results showed that expert typists made fewer
mistakes while walking, but at the cost of a lower typing
speed [16]. Clawson et al.’s work is supportive of ours since
more accurate typing may lead to improved uniqueness in
typing patterns. However, Clawson et al. were not studying
the use of keystroke dynamics as an authentication method,
so further comparison of our results to this work are not
indicated.

There has been much discussion on the amount and type
of text used as input to transparent keystroke dynamics au-
thentication tools. Many of the studies in this area, specif-
ically those to do with password hardening, focus on text
that must be repeated, while continuous, transparent au-
thentication methods are likely to be based on any text the
user may type. There is also the need for ecological validity
– if a user can be expected to type any words and phrases,
then basing a user study on specific words or phrases cannot
be used to justify results in a more open environment.

2.2.1 Fixed Text
Fixed text methods (also called static text) assume that the
user will type the same word or phrase at both enrollment
and at the time of authentication. The text typed is gener-
ally short, as typing long texts at the time of authentication
is tedious and error-prone on a mobile device [2, 12]. In gen-
eral, using fixed text allows for more stability as the compar-
ison between enrolled sample and gathered sample share the
same keys and are thus similar. In some cases, experiments
of this type produce results that either depend on special
conditions (such as the attacker knowing the user’s pass-
word) or have unacceptable accuracy levels [23, 7]. Much
research has been done on fixed text methods [14, 28]; a
summary of work in this area may be found in [18].

2.2.2 Dynamic Text
Also called free text, this paradigm assumes that the user
may type whatever they wish, and that this input is any
length. In reality, dynamic text and free text have sev-
eral differences; free text is completely without constraints,
where dynamic text may have aspects of both fixed and free
text. Specifically, dynamic text may be prompted in some
way, or may depend on a small number of specific words or
phrases [23]. Several studies have examined dynamic text
keystroke dynamics [4, 34], including Ahmed et al. [1] who
report fairly good results, with False Accept Rates well be-
low 1%. Free text keystroke dynamics has also been studied
by Gunetti & Picardi [23], although their reported results
are not as low as those of Ahmed et al. A summary of work
on free text keystroke dynamics is available in [3]. The impli-
cation is that transparent authentication based on keystroke
dynamics is best suited to true free text, which removes any
restrictions about what or how much is typed. In this way,
any characters a user may type can potentially be used as
information upon which to base authentication decisions.

Adding realism to mobile device keystroke dynamics exper-
iments has been studied from several points of view. One
is that users may change their hand positioning while typ-
ing, which may affect their overall typing pattern. Azenkot
& Zhai [6] studied user typing patterns when typing with
one thumb, both thumbs and one index finger and found
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that there were pattern differences between these three hand
positions. They used these results to suggest changes in
keyboard design and layout that can improve typing accu-
racy. Similarly, Buschek et al. [10] studied the same three
hand positions, but from the point of view of authentication
rather than keyboard improvements. Their results showed
that hand position had a strong effect on the ability to au-
thenticate a user [10]. Both of these papers were based on
password-hardening techniques, and thus were using fixed
text techniques with defined feature vectors. Shen et al.
studied the use of motion sensor data while typing a mo-
bile device passcode as a potential authenticator [39]. They
reported a False Reject Rate (FRR) of 6.85% and a False
Accept Rate (FAR) of 5.01% in a user study with 48 partic-
ipants [39]. Their work is similar to ours since they report
results in the seated, standing and walking positions, al-
though they only consider the sensor data when unlocking
the mobile device with a passcode.

2.3 Gyroscope Data
Modern mobile devices come equipped with built-in sen-
sors that can measure motion, orientation, environmental
conditions such as temperature and humidity, etc. Data
from sensors such as accelerometers and gyroscopes has been
used for activity recognition [8, 25], to address typing inac-
curacies [22], to create keyloggers [33], and to determine
on-device input errors [37]. Accordingly, authentication re-
search has begun to consider whether accelerometer and gy-
roscope data may be used as a unique identifier. Giuffrida
et al. created what they call “sensor-enhanced” keystroke
dynamics in their UNAGI system [21]. They experimented
with the use of accelerometer and gyroscope data while 20
participants typed a set of fixed passwords and found that
they were able to achieve Equal Error Rate (EER) values
of less than 1% [21]. Their use of a fixed password as the
stimulus indicates that theirs was a password hardening ex-
periment rather than a dynamic text experiment.

2.4 Contribution
The major contribution of this paper is the determination
that while typing patterns do change with user movement
while typing, our phased classification model allows keystroke
dynamics to be used as a viable secondary authentication
method under realistic movement and text-acquisition con-
ditions despite typing changes. To our knowledge, this is
the first work to create different keystroke models for dif-
ferent user positions; a step that improves the accuracy of
user classification. We also provide evidence that gyroscope
data gathered at the time of each keypress is suitably dis-
tinctive to distinguish between sitting, standing and walking
positions. This is significant because gyroscope data is of-
ten sampled essentially continuously, which generates a lot
of data, uses significant battery power, and requires signif-
icant processing in order to be useful. Overall, our results
show that keystroke dynamics can be used as secondary or
continuous authentication method.

3. RESEARCH QUESTIONS
Our research questions are as follows:

1. Does gyroscope data captured at the time keypresses
were made provide enough information to tell whether
the typist is seated, standing or walking?

2. Does creating multiple position-specific models for a
typist provide better classification results compared to
using a single model trained on all positions?

3. Does a dynamic text-based system based on the above
assumptions provide enough data for a sufficiently dis-
tinctive user model?

3.1 Hypotheses
Based on the above research questions, we present the fol-
lowing hypotheses for our work:

Hypothesis 1: A mobile device user’s typing pattern is
distinctive enough to use as a secondary or continuous au-
thentication method as determined by achieving an AUC of
at least 90%.

Hypothesis 2: Gyroscope data gathered as a key is pressed
is distinctive enough to determine whether the typist is seated,
standing or walking while typing, as determined by achiev-
ing an AUC of at least 90%.

Hypothesis 3: Determining a user’s position and classi-
fying based on data from that position only decreases False
Accept and False Reject Rates (FAR and FRR, respectively)
when compared to classification without determining user
position.

We chose 90% as the AUC for Hypothesis 1 in order to justify
using our method as a secondary or continuous authentica-
tion method, e.g., one that takes place as a supplement to
or after primary authentication such as via a password or
PIN. This means that near-perfect accuracy is not required,
and the balance between FAR and FRR is not as vital as
for a primary authentication method. While we may have
chosen a lower AUC, we wish to produce a system that may
be viable for primary authentication in the future. There-
fore, 90% AUC is a value balanced between these two design
choices. We chose AUC of 90% for Hypothesis 2 because
high accuracy is not required since position determination
is not an authentication decision (although it is related to
one via our two-phased approach) and thus does not have
the security ramifications that characterize authentication
decisions.

4. THREAT MODEL
We assume that an attacker has access to the unlocked mo-
bile device and may have had an opportunity to observe the
device owner typing, and thus would know things such as
current position, preferred hand position (e.g., index finger,
one thumb, both thumbs), device orientation (e.g., land-
scape or portrait) and a general idea of typing speed. The
attacker is assumed to have full knowledge of the biometric
authentication system, including all inputs and outputs.

5. STUDY AND DATA COLLECTION
We collected gyroscope data and dynamic text typing data
in a user study in a single session. The participant used
a custom-built Android app to type phrases provided to
them that varied both their position and the device orienta-
tion while typing. Specifically, participants were prompted
by the experimenter to hold the device in a given orienta-
tion (portrait or landscape) and to type while either seated,
standing or walking. The participants were told to type as
they usually did; specifically, the speed of their typing was
not restricted. We also did not provide specific guidance on
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how to sit, stand or walk. For instance, many participants
chose to stand while leaning against a wall, or sit with their
arms supported by a table. The only prompts we gave dur-
ing the experiment were to keep walking if the participant
stopped while typing in a walking condition. The study par-
ticipants filled out a short demographic questionnaire before
beginning any typing, and they were allowed to rest between
conditions if they wished. Each participant was given the
opportunity to practice typing before beginning the first con-
dition; this training data was discarded before analysis. This
study was approved by our university’s Institutional Review
Board (IRB) prior to its start.

5.1 Participants
We recruited 39 participants (6 female, 33 male) through
convenience sampling methods such as personal invitation,
emails to mailing lists within our university and word of
mouth. The data from three participants was removed from
the study due to procedural errors, leaving data from 36
participants (5 female, 31 male). The remainder of this pa-
per, including study results, refers to the analysis of data
from the remaining 36 participants. The average age of par-
ticipants was 28.3 years (SD = 11.3 years). Participants
were not required to have any experience with typing on
smartphones, although all participants reported that they
owned and used a mobile device, most with soft keyboards.
2 participants were left-handed, and 34 were right-handed.
Participant experience on their own mobile device varied: 14
participants used an Android-based device, 18 used an iOS
device, 2 used another smartphone, and 2 used a feature
(non-smart) phone. 2 participants were considered novices
(used their device once a week or less), 3 participants as
average (used their device more than once a week but not
everyday) and 31 participants as experts (used their device
every day or several times each day). Most participants were
students, faculty or staff at our university; all participants
had at least some post-secondary education, ranging from
some undergraduate experience to graduate levels. Partici-
pants were not compensated for their participation.

5.2 Apparatus
We provided each participant with an LG Nexus 5 smart-
phone for the duration of the experiment. Each device ran
Android version 4.4.4 and contained only the standard An-
droid applications. Text entry was facilitated by the use
of two bespoke Android applications. The first (see Fig-
ure 2) displayed the phrase to be typed (non-editable), a text
box where the user typed the same phrase, and a counter
that displayed the number of phrases the participant had
typed in the current experimental condition. This app ran-
domly chose a phrase from a modified version of the standard
phrase set provided by MacKenzie and Soukoreff [31] (forth-
with called the M&S set); duplicate phrases were permitted.

The second Android app used in this study (see Figure 3)
was a custom-designed keyboard. It was designed to visually
mimic the standard Android keyboard in order to accurately
emulate a standard typing environment; the same keyboard
design was used by all participants. This app was responsi-
ble for gathering the required keystroke and bigram metrics.
When the participant pressed a key, the app recorded the
key pressed, key hold time, inter-key latency, device orienta-
tion, user position and instantaneous gyroscope data (pitch,
azimuth and roll). Key hold time is defined as the amount

Figure 2: Phrase generation app screenshot

Figure 3: Custom keyboard for metric gathering

of time that a participant holds down a given key. Inter-key
latency is defined as the amount of time between a key up
event and the subsequent key down event.

Timing of such typing events is a subject of debate in the
keystroke dynamics field [27] as incorrect timing accesses can
affect the measured typing pattern of a participant, which
in turn has an effect on the reported study results. We mit-
igated such potential sources of error by using a set of four
devices of the same model with the same operating system
build, all of which had been reset to factory settings be-
fore the experiment began. In addition, we used the same
Android applications on each device, and removed the pre-
vious participant’s gathered data and restarted the applica-
tion between participants. By using these precautions, we
have made all possible efforts to minimize the effects of clock
discrepancies on the results of this study.

Our keyboard, which runs as a service on the Nexus 5 de-
vices, replaced the default keyboard in the settings of each
device. This design means that when the user tapped on a
widget that can accept keystrokes, our keyboard was dis-
played and subsequently used by the study participants.
This allowed for gathering keystrokes from all applications
that required typing, meaning that this same keyboard could
be used in future work on transparent keystroke dynamics-
based authentication.

5.3 Study Procedure
Each participant first answered a short demographic ques-
tionnaire, then was introduced to the app and bespoke soft
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keyboard they would use for phrase entry. They were given
a choice to practice with the standard Android keyboard
if they were unfamiliar with it. Most declined as they felt
they had enough experience typing on the standard soft key-
board. The participants were allowed to take short breaks
after each experimental condition. The participants were
instructed to type in their usual manner, and that speed
or accuracy were not being measured. They were told that
auto-correction and auto-capitalization were disabled, and
that if they made mistakes it was their decision whether
or not to correct them. The participants were told to not
change the device orientation and to remain in the partic-
ipant mode (sit, stand, walk) they were placed into by the
experimenter. They were not told how fast to walk, nor
whether they should (or should not) support the device while
typing (i.e., leaning against a wall, or with arms supported
on a tabletop while seated). No further specifications were
given to participants.

Each participant was placed into each of six experimental
conditions (see Section 5.5 for a of the conditions) by the
experimenter and asked to return to the experimenter when
they had typed at least 22 phrases (there was a counter at
the top of the custom phrase app for this purpose). The
number of phrases was chosen in order to gather enough
data for analysis, and to provide a similar amount of data
for each participant. After completing each condition, the
participant was asked to return to the experimenter, who
would place the device into the next condition and instruct
the participant as to their mode and the device orientation
(i.e., “Please type the next set of phrases with the device
in portrait while you’re seated”). Once the participant had
completed each of the six conditions, they were thanked for
their time and allowed to leave.

5.4 Phrase Sets
The stimulus item in this experiment – the prompt that en-
couraged the user to type – was a randomly selected phrase
from a modified set of standard phrases (the M&S set) [31].
Much debate has ensued over the choice of phrases used in
text entry experiments. The main issues are that having
a non-standard phrase set may impact the results of the
study in that using a different phrase sets may result in
different experimental results [29]. MacKenzie & Soukoreff
addressed the issues of experimental validity (both internal
and external) [31], and provided a set of 500 phrases that
have been used in various studies. Kristensson & Vertanen
opine that the phrase set chosen has an effect on study repro-
ducibility in addition to internal and external validity; it is
nearly impossible to reproduce an experiment if the actual
phrase set is unknown (i.e., taken from random selections
from an unspecified source, such as collecting phrases from
“the news”) [29].

In choosing a phrase set for this experiment, we kept in mind
both internal and external validity as well as study repro-
ducibility, while ensuring our phrase set met the require-
ments of our experiment. Specifically, we required a phrase
set that closely matched letter frequencies in English, was
large enough to ensure repeated phrases for the same par-
ticipant were minimized, and contained upper- and lower-
case letters, punctuation and numbers. The M&S set met
the first two requirements; but not the last one. To remedy
this, we edited the M&S set to have upper-case letters at the

start of each phrase, changed text numbers to numeric equiv-
alents (i.e., “eight” was changed to “8”), and added punctua-
tion such as ending periods, exclamation points and question
marks, as well as commas where grammatically correct. We
believe that doing so created a phrase set that was both
ecologically valid and made for a repeatable experiment.

Typically, a true free text typing experiment would require
the participant to type whatever came to mind. One issue
that arises, though, is what to do when the user cannot
think of anything to type since this will affect their standard
typing pattern. The role of the phrases in our study were
to keep the user typing in as natural a way as possible.
Otherwise, the content of the phrases did not have an impact
on the accuracy, difficulty, or usability of the typing task. By
using phrases rather than free text, however, we have change
the user’s task from one of creation to one of transcription,
which may have an impact on their typing pattern. The
advantage we gain is that the typing data is captured with
a higher degree of freedom and fewer restrictions than with
comparable fixed text experiments, which is arguably more
similar to real-world typing situations.

5.5 Experiment Design and Analysis
Our laboratory-based study used a within-subjects, repeated
measures design, in which the study participants were as-
signed to one of six experimental groups that differed only
in the order in which the participant completed each of the
six study conditions (see Table 1). All participants com-
pleted all study conditions. Participants were assigned to
each study condition using a 6x6 latin squares design in or-
der to minimize learning effects and fatigue. Each session
lasted about one hour.

Study Conditions

Position
Device
Orienta-
tion

Description

Sit Portrait
Sitting in a fixed chair (no
casters);

Sit Landscape
Arms optionally supported
on table;

Stand Portrait
Standing, device unsup-
ported;

Stand Landscape
Optionally leaning against
a wall;

Walk Portrait
Walking around a large
space, some obstacles;

Walk Landscape
No set speed; most users
walked slowly

Table 1: Description of study conditions

5.6 Data Gathered
The collected keystroke data was sanitized by removing the
%, & and $ characters because the experimenter long pressed
these keys to indicate a transition between the six study
conditions. We used these keys as indicators of a change in
device mode between sit, stand and walk. We chose these
three keys for this purpose because they did not appear in
any of the 500 phrases used as stimulus items, and thus
could safely be removed from the dataset without removing
valuable user data.
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For bigram data, we collected the two characters that make
up each bigram (not used during data analysis), the calcu-
lated key hold time for that bigram, the device orientation
(portrait or landscape) and the participant’s position (sit,
stand, or walk). We sanitized the data to once again remove
the occurrences of the %, & and $ characters. In the case
of bigrams, we removed the entire bigram from the dataset
if any of these three characters appeared as either of the
two letters saved. For both keystrokes and bigrams, values
greater than 3 SD beyond the mean were considered outliers
and removed from the dataset prior to classification.

The gyroscope data was sanitized to remove the occurrences
of %, & and $ but was unchanged otherwise. Since we gath-
ered the gyroscope azimuth, pitch and roll in an instanta-
neous (i.e., at the moment of a keypress) rather than con-
tinuous manner, it was not necessary to window the data
into discrete sections, nor to filter the data to remove high-
or low-level frequencies as is common in activity recogni-
tion studies. Furthermore, since our gyroscope data is not
time-scale data since it is discrete rather than continuous
measurements, it was not necessary to transform it to the
frequency domain before analysis.

We collected a total of 323,064 keystrokes and 289,520 bi-
grams from all 36 participants, not including practice phrases.
The average number of keystrokes gathered per user was
8,974, and the average number of bigrams was 8,042. Since
we gathered gyroscope data on each keystroke, we gathered
the same amount of gyroscope data as keystrokes with one
exception: we did not record instances of using backspace
in the keystroke data, but we retained this information for
gyroscope data since we were interested in the device move-
ment on each keypress rather than whether that movement
was related to a particular key.

5.7 Feature Vectors
The feature vector for the gyroscope data was simply the
x, y, and z coordinates as gathered during each keypress.
The makeup of a feature vector for keystrokes and bigrams,
however, is much more complex.

In fixed text keystroke dynamics studies, the feature vector
used is quite clear – it is the concatenation of the n key hold
times corresponding to the keys pressed when typing the
password (often with the ending enter keystroke) and the
n − 1 inter-key latencies for the associated bigrams. Since
all participants type the same password during a study, the
feature vectors are the same for each pattern gathered from
each participant; the data is complete without missing val-
ues. When used outside an experimental setting, the only
comparison is between a person’s enrolled keystroke metrics
when typing their password, and the subsequent keystroke
metrics when typing the same password at a later date.

Keystroke biometrics based on dynamic text are more useful
when the goal is to gather keystroke information unobtru-
sively, such as when continuous, transparent authentication
is used to verify the identity of a person after initial login.
In this situation, we specifically do not want to interrupt the
user in what they are doing in order to retype their pass-
word, so we instead gather their keystroke metrics as they
type as part of their regular device use. We may gather data
from them when typing an email, a paper, or a blog post,
all of which will have few phrases that appear in all. We

gather this data from a custom extension of Android’s stan-
dard keyboard so that key hold time and inter-key latency,
which depend on the keyboard size and key placement, are
collected in the same manner for all study participants.

Since dynamic keystroke biometrics cannot depend on get-
ting a fixed amount of text from each participant, nor guar-
antee that all participants will type the same values, decid-
ing upon the components of the feature vector is a complex
task. Intuitively, selecting the most frequently typed char-
acters and bigrams suggests that the most data possible will
be retrieved from each participant. However, in practice
the most frequently typed characters may vary from person
to person. If the most frequently typed English letters are
chosen, there might be gaps in our gathered patterns if the
participant did not type that letter. This situation gets far
worse when considering the frequency of bigrams. These
gaps create a much more sparse dataset upon which to base
authentication decisions, so far more data must be gathered
to be as predictive and suitable as fixed text keystroke dy-
namics. To counter this, we used a dynamic feature space
where the bigrams and keystrokes involved are those for
which we have at least a few instances from the user. For ex-
ample, early in the data collection process, the classifier may
start with a minimum number of bigrams and keystrokes
that have been typed thus far (we set this at 4 of each).
The feature space then grows as more data is collected. For
short text in which all features do not appear, we stochasti-
cally estimate the missing values from the user’s past typing
data.

6. RESULTS AND DISCUSSION
We now present our study results and related them back to
the hypotheses defined in Section 3.1.

6.1 Position Independent Results
We begin by reporting the results of the näıve method,
in which we do not use the gyroscope data to first deter-
mine user position. In this case, we mixed data from the
sit, stand and walk positions and classified only based on
the key hold times and inter-key latencies for two classifi-
cation algorithms: Decision Tree and Logistic Regression.
We chose Decision Tree because of its use in human ac-
tivity recognition studies [5, 24] and because it is quick to
train and classify data. Logistic regression was chosen for
its simplicity and ease in understanding feature significance
and removing those found to be insignificant. Furthermore,
like Decision Tree, logistic regression has a low computation
load for training and classifying data, which is an important
feature on the constrained memory, power and processing
environment on mobile devices. We considered each partic-
ipant in turn the device owner (their data was considered
the positive class), and the other participants as non-owner
(their data was considered the negative class). The owner’s
model was trained on 2/3 of their supplied key hold times
(keystrokes) or inter-key latencies (bigrams) plus an equal
amount of data randomly selected from the other study par-
ticipant’s data. We used 10-fold cross-validation and report
the averages from the 10 folds in Table 2. We have reported
False Accept Rate (FAR), False Reject Rate (FRR), and
the Area Under the Curve (AUC) for the Receiver Operat-
ing Characteristic (ROC) curve. We chose to report AUC
because it provides, in a single value, the ability of our classi-
fier to distinguish between owner typing patterns and those
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of others. An AUC value equal to 50% represents a method
that is no better than chance; an AUC value equal to 100%
is indicative of a perfect classifier.

As can be seen in Table 2, the FAR and FRR are very high
for both keystrokes and bigrams. For instance, the FAR
value of 41.9% for keystroke results using DT indicates that
there is a 41.9% probability that an attacker will gain ac-
cess. This is unacceptably high for any authentication sys-
tem since it means that nearly half of all attackers will gain
access to the mobile device. Similarly, the FRR of 23% for
keystrokes using DT represents a nearly one in four likeli-
hood that a legitimate user will be forced to reauthenticate.
While reauthentication is less risky in terms of security, it
represents an annoyance to users and a reduction in system
usability since a legitimate user will have to reauthenticate
once out of every four attempts.

The AUC values in Table 2 are not much better. Values in
the 60-69% range represent a classifier that is only 10-19%
better than chance, which is not acceptable even for sec-
ondary authentication. Overall, these results indicate that
a person’s typing pattern changes sufficiently over the three
studied positions (sit, stand, walk) that much of the unique-
ness in those typing patterns is lost.

Due to these uninspiring results, we chose not to combine
key hold time and inter-key latency features as a way of
improving classification rates in favor of a potentially bet-
ter solution: our dual-phased classification model, which is
based on first determining the user’s position, then classi-
fying using a model built using only user data from that
position.

Metric Classifier Metric (%)

DT
FAR FRR AUC

Keystrokes 41.9 23.0 66.9
Bigrams 49.3 30.5 60.3

LR
FAR FRR AUC

Keystrokes 39.0 35.6 66.2
Bigrams 43.3 41.7 60.7

Table 2: FAR, FRR and AUC (%) averaged over all
participants for keystroke data (key hold time) and
bigram data (inter-key latency) using Decision Tree
(DT) and Logistic Regression (LR) classifiers. These
results do not consider user position (e.g., sit, stand
or walk) and are used as a baseline for comparison
purposes.

6.2 Position Dependent Results
The first phase of our two-phased approach is to determine
the user’s position while they are typing, then classify their
typing into owner or not owner based on a model trained
only on data from that position. To determine position,
we gathered gyroscope data from the mobile device at the
moment each key was pressed. Our intuition is that the
gyroscopic movement (as measured by the device’s pitch,
azimuth and roll) will be different when typing while seated,
standing or walking. We chose not to measure accelerometer
data since it is likely that the accelerometer readings will be
different for the walking condition and relatively similar for
seated and standing, thus making the latter two positions
difficult to distinguish.

6.2.1 Gyroscope Data
In order to address Hypothesis 2 regarding the ability of
gyroscope data gathered at each keypress to distinguish be-
tween the three user positions of sit, stand and walk, we
analyzed this data using two classifiers: C4.5 Decision Tree
(DT) and Logistic Regression (LR). We used the Weka im-
plementation of these classifiers [26], which were chosen be-
cause of their use in activity recognition and keystroke dy-
namics work, respectively. We used 10-fold cross validation
as with the previous classifications.

Pos. Classifier Metric (%)

DT

FAR FRR AUC
Sit 4.5 10.5 97.3
Stand 10.3 20.2 91.5
Walk 9.2 23.3 92.2

LR

FAR FRR AUC
Sit 10.8 18.6 90.8
Stand 15.8 39.8 82.3
Walk 17.7 31.1 84.5

Table 3: Gyroscope data FAR, FRR and AUC (%)
results averaged over all participants for Decision
Tree (DT) and Logistic Regression (LR) classifiers.

As can be seen in Figure 3 our results were promising for
both DT AND LR, although slightly better for DT. AUC is
a valuable measure of classifier accuracy for binary classifi-
cation problems; Table 3 reports the AUC for the position
in question considered the positive class, and the other two
positions considered the negative class. For example, the
AUC of 97.3% for the Sit position for DT is measured based
on using Sit as the positive class and Stand and Walk to-
gether as the negative class. In general, values of greater
than 90% for DT indicate that the gyroscope data gathered
is very good at distinguishing between the three user posi-
tions. Note that the AUC values for both classifiers for the
Sit position are higher than those values for Stand and Walk.
We believe this is because users tended to prop their arms on
a table while typing during the study, which may mean that
the mobile device moved less (or at least differently) com-
pared to the unsupported arm positions while in the Stand
and Walk conditions. These promising results show support
for accepting Hypothesis 2.

The FRR values in particular, though, are a bit worrisome
as they are high for both classifiers. However, these results
are not being used to determine authentication suitability,
but only to justify using gyroscope data to determine user
position. Thus, there is little security risk associated with
misclassifying the user’s position; such a misclassification
simply means the wrong model may be used for classify-
ing keystroke and bigram data. The selection of the wrong
model may result in rejecting the legitimate user, which
would require reauthentication and thus could affect usabil-
ity. We intend to explore the impact of such misclassifica-
tions in future work.

6.2.2 Keystrokes
Once the user’s position has been determined, key hold time
and inter-key latency data from the user’s typing patterns
will be classified as owner or not-owner based on three trained
models based on data from the three user positions of Sit,
Stand and Walk. This section discusses the results of a fea-
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sibility study in which the study participants’ keystroke and
bigram data was classified using position-based models with
the DT and LR classifiers to allow for easy comparison to
the näıve results shown in Table 2.

Table 4 shows the FAR, FRR and AUC metrics that result
from classifying key hold times over the three user positions.
The results for DT for all three metrics are better than those
for LR; FAR values for LR in the 18.7% to 20.42% range indi-
cate an unacceptably high one in five chance that an attacker
will be mistaken for the legitimate device owner. Further-
more, FRR values of about 23% for LR show a usability
problem since nearly one in four authentication attempts
by the legitimate owner will fail. Since keystroke dynam-
ics is best used as secondary or continuous authentication
method, such a high failure rate is not as great a problem
as for primary authentication methods. However, it is still
an unacceptably high reauthentication rate. Therefore, we
intend to use DT as the classifier of choice in future work.

Position Classifier Metric (%)

DT

FAR FRR AUC
Sit 8.5 8.4 90.3
Stand 8.3 9.3 89.8
Walk 7.4 8.3 91.0

LR

FAR FRR AUC
Sit 18.70 23.18 82.76
Stand 19.63 23.73 82.32
Walk 20.42 23.55 82.14

Table 4: Keystroke data (key hold time) FAR, FRR
and AUC (%) results averaged over all participants
for Decision Tree (DT) and Logistic Regression (LR)
classifiers.

6.2.3 Bigrams
Previous studies have shown that bigrams on mobile devices
are not distinctive as authenticators on mobile devices [40].
However, our results refute this result, perhaps due to the
use of position as an initial classification. Table 5 shows that
bigrams are, in fact, a quite accurate means of authentica-
tion. The table shows the results of classifying Sit, Stand
and Walk data as separate classification problems; for ex-
ample, the Sit row for each classifier shows the results of
classifying only Sit data into Owner and Not Owner classes;
similarly for the Stand and Walk rows.

Table 5 shows that the DT classifier outperforms the LR
classifier for FRR results, while remaining only slightly higher
than LR for FAR values. The AUC values show that inter-
key latency is perhaps even slightly more distinctive than key
hold time since the bigram AUC values are slightly higher
than those of keystrokes. Given that our intent is to use
keystroke dynamics for secondary or continuous authentica-
tion, AUC values of 89.82% to 93.61% for DT over the three
positions are highly encouraging. As with the keystroke
data results, we intend to use the DT classifier in future
work since the AUC values are comparable to LR, but the
FRR values for DT are considerably lower, indicating less
likelihood of reauthentication, thereby supporting improved
usability.

6.2.4 Keystrokes + Bigrams
Due to the encouraging keystroke and bigram results after

Position Classifier Metric (%)

DT

FAR FRR AUC
Sit 6.9 6.0 89.8
Stand 6.6 6.9 93.6
Walk 6.9 7.4 92.7

LR

FAR FRR AUC
Sit 5.0 13.0 92.2
Stand 4.3 12.7 93.1
Walk 5.3 13.5 91.2

Table 5: Bigram data (inter-key latency) FAR, FRR
and AUC (%) results averaged over all participants
for Decision Tree (DT) and Logistic Regression (LR)
classifiers.

position classification, we combined the key hold time and
inter-key latency features while still classifying only one po-
sition at a time. Table 6 shows the results of this classifica-
tion; as expected, combining features showed an increase in
AUC for both classifiers, although the increase is more no-
table for the LR classifier. Furthermore, the FAR and FRR
values from LR classification are lower for the combined fea-
tures when compared to those features alone. AUC results
of around 97% over all positions for LR move keystroke dy-
namics into a range we consider suitable for primary authen-
tication, although this must be validated via simulation to
determine the impact of battery and processor use, which we
leave for future work. Thus, we recommend that keystroke
dynamics be used only for secondary or continuous authen-
tication.

Position Classifier Metric (%)

DT

FAR FRR AUC
Sit 5.6 6.1 93.2
Stand 6.1 5.3 93.3
Walk 4.8 5.6 93.9

LR

FAR FRR AUC
Sit 1.7 7.0 97.3
Stand 1.8 5.5 97.7
Walk 1.4 6.2 97.7

Table 6: Combination of keystroke (key hold time)
and bigram (inter-key latency) data FAR, FRR and
AUC (%) results averaged over all participants.

The approximately 90% and up AUC values for DT over
keystrokes, bigrams and their combination indicates that us-
ing keystroke dynamics as a distinctive information source
for authentication is viable, and shows support for accepting
Hypothesis 1 of this work.

6.2.5 Comparison to Position Independent Results
We now move to comparing the näıve, position indepen-
dent keystroke and bigram results shown in Table 2 to the
relevant data in Tables 4 and 5. The highest AUC for posi-
tion independent results (Table 2) is 66.9% for key hold time
data, and 60.7% for inter-key latency data, while the highest
AUC values when position is considered are 91.01% for key
hold time and 93.61% for inter-key latency. These increases
are considerable, and show that considering position before
authentication classification is a plausible approach to using
keystroke dynamics as a secondary or continuous authenti-
cation method. This result is supported by the overall reduc-
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tion in FAR and FRR values: from lows of 41.5% (FAR) and
23% (FRR) without considering position, to lows of 4.25%
(FAR) and 6% (FRR) when position is considered. These
reductions indicate that the two-phased approach is better
able to minimize both attacker access and reauthentications
compared to not considering position. These results show
strong support for Hypothesis 3 regarding improvements in
classification results when considering device position.

6.2.6 Implications
Our threat model outlined in Section 4 described possible
attacks that can affect the system described in this paper.
In particular, we stated that it is possible that the attacker
may observe the device owner typing, and thus may be able
to gather information that would allow the attacker to im-
itate the legitimate device owner. Given that the position-
independent results showed us that a user’s typing patterns
are variable across positions, an attacker would have to learn
different typing styles across all positions, which we consider
unlikely.

The other implication to consider is what might happen if
the first phase of the model (determining position) is incor-
rect. The effect would be that the wrong model would be
used for matching the gathered keystroke information, which
may result in rejecting a legitimate user. Given that our
method is intended to be used for transparent authentica-
tion, there are two possibilities: either that multiple rejected
authentication attempts are required to completely block ac-
cess to the user, which enhances usability since additional
user action is not required, but also has serious security ram-
ifications since it increases the possible attack window. The
second option is to prompt the device owner to enter a pass-
word or PIN when transparent methods are rejected, which
has usability implications due to requiring additional user
effort, but reduces the possible attack window. The prefer-
ence for one of these options over the other depends on what
type of system it is implemented in; a high-security system
may require the latter.

7. LIMITATIONS
As with other user studies, ours has several limitations that
must be considered in light of the results provided. Users of-
ten walked very slowly during the walking conditions; their
focus was on their perceived goal (to enter the phrases)
rather than on actually walking. It is likely that in a real-
world situation, the user will be intent on walking rather
than typing (i.e., if they are running late). Similarly, we
observed users propping their arms on a table while typing
during the Sit condition, and leaning against a wall dur-
ing the Stand condition. It is possible that these postures
introduced bias in that the static positional data may be
more static, thereby further distinguishing this data from
that gathered in the Walking condition. This may have
resulted in better FAR, FRR and AUC values than in a
real-world environment. The phrases themselves may have
caused some bias in typing patterns (and removed some eco-
logical validity) as the participant was transcribing the given
phrases rather than creating true free text. Furthermore,
our study required participants to use an unfamiliar mobile
device with an unfamiliar keyboard, which may have had an
effect on the participants’ typing speed, as well as possibly
changing how the keyboard reacts to touch events. We also
disabled the predictive and corrective text actions, which

affects ecological validity as these are widely used features
on soft keyboards. We also did not consider hand postures
during our study; participants were permitted to switch be-
tween typing with one thumb, both thumbs or any finger
while in any of the six experimental conditions. We tested
only a small set of classifiers (DT and LR) with few fea-
tures. Many more possible classifiers exist, including those
that take an anomaly detection approach, in which the clas-
sifier is trained only on the owner’s data rather than adding
in some representative negative samples. An anomaly de-
tection approach is considered by some to be more valid for
a single-user mobile device as it is unlikely that there will
be a significant sample of other people’s typing that can be
used to create the negative class [10]. While other stud-
ies have achieved improved FAR and FRR values by using
fused features in a multimodal biometric [10], we chose to
use only inter-key latency and key hold time first to conform
to other similar studies and also as a minimum baseline re-
sult to which future work can be compared. Finally, we
collected data in a single session of only one hour in dura-
tion, which does not effectively study possible changes in a
person’s typing pattern over time.

Our final limitation is on the selection of Sit, Stand and Walk
as user positions. We chose these based on our intuition that
these are the most likely positions in which a user may type.
It is unlikely, for instance, that a user will choose to (or be
able to effectively) type while running, and positions such
as laying down are very similar to both sitting and walking.
We plan on addressing this issue with one of two approaches:
either create an full activity recognition system that encom-
passes more positions, or narrowing the positions into those
that are similar, such as ambulatory (e.g., walking, running)
versus static (e.g., sitting, standing).

While each of these design decisions results in bias that will
have differing effects on the results of this study, we believe
that the largest effect will be in the overall classification
rates, which in the worst case would be artificially high,
which would give an inaccurate representation of the pre-
dictive power of gyroscope and keystroke data. We note
that our results are similar to other studies in this field [39],
and plan on removing some of these limitations (particularly
those to do with the custom keyboard and disabling predic-
tive and corrective text functions) in the simulation of our
phased approach that we mention as future work.

8. CONCLUSION
In this paper we have presented the results of a user study
designed to test the efficacy of keystroke dynamics as a po-
tential continuous, transparent authenticator on mobile de-
vices. We first determined via gyroscope data whether the
typist was seated, standing or walking, then trained and
tested three different models based on dynamic text from
each of those three positions. We found that determining
position first before classifying typing data resulted in an
AUC increase of 30%. Our two-phased model approach of
determining position first, then classifying keystroke infor-
mation thus has merit and should be further examined via
simulations. Both our experimental design and our threat
model were chosen to provide as much ecological validity
as possible given that the study was lab-based. We hope
that taking a step back in assessing how much information
is required per keystroke, and mimicking how users type in
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the wild, will provide an important advance in the field of
keystroke dynamics.

Overall, our results support continuing research in keystroke
dynamics as a transparent authenticator. We removed the
need for a feature vector and the associated pre-processing
required by them, while supporting a realistic evaluation
scenario. We refuted previous results that showed bigram
inter-key latency is not as distinctive as hoped for dynamic
text, meaning that this feature may now be considered along
with key hold time. We also provided support for the idea
that transparent authentication may indeed be viable, which
may help remove the need for a potentially intrusive and
unusable authentication interface.

9. FUTURE WORK
We have begun creating a simulation of the phased approach
pictured in Figure 1; we will use the simulation to test the ef-
fect of the phased approach on device battery and processor
consumption, the amount of time needed for a classification
decision, and the amount of data needed to reach suitable
FAR, FRR and AUC values for continuous authentication.
The use of a simulation as a first step will allow us to more
closely model real-world typing conditions since our results
were from a lab study. With the results of the simulation as
a guide, we also plan on creating a prototype of this authen-
tication method for Android devices, which we will test via
a longitudinal user study. We will also use the simulation to
innovate solutions to the sit-stand confusion, as well as to
determine whether a catch-all classifier is suitable for situa-
tions where the user is neither sitting, standing nor walking
while typing.
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ABSTRACT
To keep mobile devices secure, experts recommend turning
on auto-updates for applications, but recent research has sug-
gested that users often avoid auto-updating because updates
can lead to undesirable consequences such as user interface
changes or compatibility issues. Understanding whether there
are commonalities amongst users who avoid auto-updates can
help us create better mobile application updating interfaces.
However, little is known about how users’ characteristics
associate with their attitudes towards auto-updating their
mobile applications, or how we can leverage these character-
istics to encourage users to auto-update these applications
to improve security. In this paper, by surveying Android
users, we establish how users’ past experiences with software
updating, and users’ psychometric traits differentiate those
users who avoid application auto-updates from those who do
them, as well as users’ preferences towards auto-updating
their applications. Our findings reveal that users who avoid
application auto-updates are more likely to have had past
negative experiences with software updating, tend to take
fewer risks, and display greater proactive security aware-
ness. Users’ perceived level of trust with mobile applications
also determined how comfortable they are auto-updating
these applications. Based on these findings, we recommend
how Android can improve the design of application update
systems to encourage users to auto-update and keep their
devices secure.

1. INTRODUCTION
Keeping mobile applications and platforms updated is impor-
tant since these devices store sensitive data from or about
users and software updates can prevent security exploits from
known vulnerabilities. For instance, in 2015 alone, Symantec
reported 528 new mobile vulnerabilities [1], up 214% from
2014. Furthermore, recent research has shown that mobile
users are slow to apply updates: only 32% users auto-updated
their applications and only 16% applied updates manually as
soon as updates were released [2], and only half of all users
update to a new application version within the first week
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copies of all or part of this work for personal or classroom use is granted
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after the update’s release [3]. Additionally, on the Android
Operating System (OS)—the mobile OS with the largest
market share of mobile phones worldwide [4]—studies [5,
6] have reported multiple Secure Sockets Layer (SSL) and
OpenSSL Heartbleed bug [7] vulnerabilities which could have
been fixed by promptly applying application updates. For
this reason, various companies [8, 1], academics [9], and even
the United States-Computer Emergency Readiness Team [10]
suggest that developers deploy, and users turn on automatic
updates—updates that are downloaded and installed without
human intervention—to ensure that their systems remain
secure. Automated updates have also been shown to be
effective, more so than requiring users to manually update
their devices [9, 11].

However, recent research has suggested that users often turn
off automatic updates since updates can disrupt settings,
cause unnecessary reboots, compatibility issues, or change
the user interface [12, 13]. Yet we know little about whether
there are commonalities amongst those users who avoid auto-
updates versus those who do auto-update, despite knowing
that user characteristics can influence computer security
attitudes and behaviors [14, 15, 16, 17, 18, 19, 20, 21, 22,
23, 24]. To address this gap in the literature and determine
if we can leverage user characteristics and auto-updating
preferences to encourage more users to auto-update their
mobile applications, we posed two research questions. First,
we asked whether there are underlying user characteristics
that differentiate users who avoid auto-updating from those
who auto-update their Android applications based on their
current auto-update settings. Second, we asked how these
user characteristics, including users’ attitudes towards their
Android applications explain users’ preferences indicating
whether they would like auto-updating to vary across their
applications. Our goal is to inform the design of enhanced
mobile application systems that increase user uptake of auto-
updates on mobile devices to improve mobile security.

To answer these questions, we conducted a survey with 477
Android users on Amazon Mechanical Turk in the United
States (US). Specifically, we considered how users’ past expe-
riences with software updating, users’ psychometric traits—
including their risk taking capacities, consideration for future
consequences, propensity to engage in cognitive endeavors,
and resistance to change—differentiate how users currently
auto-update their Android applications. Next, we investi-
gated how these user characteristics, including users’ atti-
tudes towards their Android applications—such as how much
they trust an application—explain how comfortable users
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are auto-updating updates across their different applications,
that is, their auto-updating preferences.

In a new contribution, our results show that users who avoid
auto-updating their applications on Android differ from those
who auto-update in three ways:

1. First, we found a large effect indicating that users who
avoid auto-updating have had previous negative expe-
riences with updating their software—confirming the
findings from previous interview studies about desktop
users [12, 13]. However, unlike prior work, our findings
suggest users’ past negative experiences with updates
may not necessarily have been on their Android devices.

2. Second, we found a medium effect indicating that users
who avoid auto-updating also tend to take fewer finan-
cial investment risks. For instance, these users were
less likely to invest their money in business ventures
and mutual funds. In addition, we found a medium ef-
fect indicating that users who avoid auto-updating also
tend to fewer ethical risks. For instance, these users
were less likely to take questionable deductions on their
income task returns (to receive greater returns).

3. Third, we found a small effect indicating that users who
avoid auto-updating also exhibit a greater propensity to
take proactive steps to maintain their online security—
similar to what others have found for users who avoid
auto-updating on desktops [13]. For instance, these
users were more likely to verify the green HTTPS lock
on websites, and verify links before clicking them.

Finally, we discovered medium effects indicating that users
were less comfortable auto-updating across their Android
applications if they had a previous negative experiences with
software updating, whereas users were more comfortable
auto-updating across their Android applications for secu-
rity updates and when they perceived an application as
trustworthy—similar to what others studies have reported
for desktop users [25].

Based on our findings, we make four primary recommenda-
tions to improve the design of mobile application updates on
Android to encourage users to auto-update. First, we suggest
that an improvement to the current Android OS would be to
provide users with a more accessible mechanism to rollback
application updates to a prior point in time to encourage
users to be more risk taking with respect to turning on auto-
updates. Second, we suggest leveraging the characteristics
we identified of users who avoid auto-updating, including
their risk averse nature, to design nudges and messages to
encourage users into auto-updating security updates. Third,
we suggest that the security community study the practices
of software developers, how they develop and build updates,
and how these practices lead to negative experiences for
end-users. Finally, we suggest that an improved Android
application interface for updates could be personalized by
inferring users’ attitudes towards their Android applications
and preferences for auto-updating those applications using
our work as a starting point. Doing so, may encourage more
users to auto-update their mobile applications, which in-turn
will ultimately affect the security of their mobile devices. In
the remainder of this paper, we discuss related work, our
methods and study, our findings, discussion, and conclusions
for improving mobile software update interfaces.

2. BACKGROUND AND RELATED WORK
In this section, we highlight previous research related to
software updates, and place our research in context.

2.1 User Characteristics and Security
Multiple studies have investigated how users’ individual dif-
ferences affect their security attitudes and behaviors. One
such line of work [21, 22, 23, 24] examined how demograph-
ics and users’ level of technical expertise impact security
decisions. For instance, Jeske et al. [21] suggested that the
manner in which users select a wireless network may be
affected by individual differences in users. These authors
designed and evaluated user interfaces in a 67 participant
study showing how certain interface elements (e.g., color and
ordering) can be utilized to help users with low technical
expertise select secure networks. Another set of researchers
[24] examined the characteristics of users who succumb to
phishing attacks, and found that younger users and women
were more susceptible than other users. These researchers de-
signed and evaluated educational material to help these users
stay protected against phishing attacks. In another study
of targeted security solutions, Garg et al. [22] found that
using video to communicate malware and phishing threats
improved older adults’ ability to understand security risks
with these two threats.

Another line of work [14, 15, 16, 17, 18, 19, 20] examined
how differences in users’ beliefs, mental models and decision
making capacities impact security attitudes and behaviors.
Wash [14] uncovered how users’ mental models and beliefs
about computer security influence the actions they take to
protect themselves across two folk models of threats: hackers
and viruses. The author suggested that due to the variance
in users’ beliefs about security threats, one-size-fits-all secu-
rity interfaces such as warnings and notifications may be less
impactful than those that are specifically targeted at users’
beliefs. Whitty et al. [15] found that older people and people
who self-regulated their actions and behavior—as measured
by the self-monitoring personality trait—were more likely
to share their passwords with others. In related work, Egel-
man and Peer developed [16] and validated [26] the Security
Behavior Intentions Scale (SeBIS) to measure behavior in-
tentions, and with their data, demonstrated [17] that these
behavior intentions are associated with users’ psychomet-
ric traits, including capacity to take risks, being inherently
curious and inquisitive, and thinking about long-term im-
plications of actions. For instance, the authors discovered
that those users who take fewer risks also tend to keep their
software updated to prevent potential harm from exploits.
The authors suggested that segmenting users by these traits
may allow designers to infer users’ security intentions, and
use them to tailor computer security user interfaces to help
users remain secure. Similarly, in another study, Malkin et al.
[20] developed and tested browser SSL warnings tailored to
users’ decision making capabilities, and found several correla-
tions between the framing of the warnings and users’ decision
making capabilities. Related studies have also shown that
users who take fewer risks were also less likely to plug in
potentially harmful USB drives [19] and more likely to keep
their systems secure [18]. Our study builds upon both lines
of work on linking users’ past software update experiences,
their psychometric traits, and their security behavior (which
is driven by underlying beliefs about security) to attitudes
towards automatic application updates.
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2.2 Software Updates

2.2.1 User Issues Around Software Updates
There is a growing body of work that examines in detail users’
attitudes and interactions with software updates but most of
this work focuses on the desktop experience of updates. One
set of studies has examined how users manage their computer
security, perceive software updates, and software updating
behaviors. For example, Ion et al. [27] compared the security
advice expert and non-expert users gave to others to stay
secure, and found that non-experts lacked awareness about
the benefits of software updates and used their judgements to
avoid updates that they felt introduced bugs. Furthermore,
they found that 39% of experts reported auto-updating com-
pared to 29% of non-expert users. In another US national
representative survey [28], researchers found that a large
fraction of their sample updated their software with 39%
reporting they update their software immediately and 41%
reporting that they update their software sometime after
an update is released, and only 5% reported rarely or never
updating their software.

Several studies have indicated that negative experiences—
such as user interface changes or compatibility issues with
software—either cause users to avoid or delay software up-
dates [25, 12, 29, 13] on desktop machines. In some cases,
users avoid desktop updates because they find software up-
dates messages confusing and unclear [30]. In other cases,
studies [31, 32] show that users often delay and only perform
updates on Wi-Fi networks if they have access to limited and
expensive Internet data plans on both desktop and mobile.

There are at least three studies of mobile updating behaviors,
specifically on the Android OS. Moller et al. [33] and Oltrogge
et al. [3] found that half of the users they studied would still
use a vulnerable application on their phones even seven days
after the release of the update that fixed that vulnerabil-
ity. Tian et al. [34] developed a novel updating notification
that used user generated reviews to help mobile users make
privacy conscious decisions about which updates to apply
based on what permissions were asked for by the updates.
Collectively, all of these studies illuminate that users lack
awareness about the security benefits of software updates,
and that users often delay or avoid updates. However, unlike
our work, these studies do not focus specifically on mobile
users’ automatic update experiences or link auto-updating
attitudes and preferences with user characteristics.

2.2.2 Automatic Software Updating
Several studies have shown that auto-updating is extremely
effective at keeping users up to date with the latest security
patches. For instance, Gkantsidis et al. [35] analyzed software
update data from close to 300 million Microsoft Windows
computers and discovered that more than 90% of all ma-
chines which had automatic updates enabled had security
patches applied. Similarly, Duebendorfer and Frei et al. [11]
collected log and update data from various Web browsers
including Google Chrome, Mozilla Firefox, and Apple Safari.
They found that compared to all other browsers, Google
Chrome’s silent update mechanism, a form of automatic
updates that requires no user notification, had the most ef-
ficient patching rate: within three weeks, 97% of all active
users were up-to-date on the latest version, unlike browsers
with other update mechanisms such as Mozilla Firefox and

Apple Safari. One other study of nearly 8.4 million hosts
[9] also demonstrated that applications with auto-updating
mechanisms such as Chrome reached 50% and 90% patch
deployment coverage significantly faster than those that did
not, such as Wireshark.

Another set of studies touches more on user experiences
with automatic updates. Two studies about desktop users
revealed that automatic updates can lead to varying user
experiences. First, this research discovered that because au-
tomatic updates do not include users in the decision making
process, users develop poor mental models of how updates
on their system work [36]. As a result of these poor mental
models, the authors argue that users fail to troubleshoot and
manage these updates, which adversely affects the security
of their systems [37]. Second, in another study, researchers
found that users who desire control and make active choices
in computer security and maintenance tasks turned off au-
tomatic updates, and used their own judgement to decide
which updates to apply—but were sometimes less secure than
those who kept auto-updating on [13]. Finally, Mathur et
al. [25] designed a novel interface to support silent updates
and found that users varied in their preferences to let appli-
cations auto-update with some preferring the convenience
of auto-updates and others disliking the lack of control over
what changes updates make to their systems.

While these studies collectively suggest that automatic up-
dates are indeed effective to patch systems, users are still
impacted when applications and devices auto-update. These
studies also highlight several qualitative user experiences
around auto-updates on desktops, but they offer no such
insights into mobile users’ attitudes towards auto-updating.
Our study makes the following contributions to the body of
work on users and updates: we provide evidence of differ-
ences between users who avoid and who do auto-update their
applications on mobile devices, we show what factors explain
user preferences for mobile application auto-updates, and
we make recommendations for leveraging this information to
design better mobile update interfaces to increase the chance
of users’ auto-updating to remain secure.

2.3 Android Application Updates
Given that it has the large market share of all OSes that
run on mobile devices [4], we decided to study application
software updating on the Android OS. Android users rely on
the Google Play Store to download and update applications
on their phone [38]. The Play Store contains settings that
allow users to control how they receive updates to their
applications. As shown in Figure 1, these settings are:

1. Do not auto-update apps: Applications are not
auto-updated, and users receive notifications each time
updates become available for their applications.

2. Auto-update apps at any time. Data charges
may apply: Applications are auto-updated without
user consent regardless of whether the user is on Wi-Fi
or on mobile data.

3. Auto-update apps over Wi-Fi only: Applications
are auto-updated without user consent but on Wi-Fi
only to prevent excessive data charges.

By default, the Android OS ships with “Auto-update apps
over Wi-Fi only” option enabled. In addition to these op-
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tions, Android allows users to disallow auto-updating certain
applications even in auto-update mode in case they wish to
provide consent to updating these applications. For instance,
if users wish to provide consent to update the Google Chrome
application, they can retain the default auto-update setting
but disable auto-updating specifically for Google Chrome.
Users can also roll back application updates for certain ap-
plications and not for others. Specifically, applications that
come pre-installed with the device can be rolled back only
to their initial version from within the Android OS Settings
menu [39], whereas applications downloaded from the Play
Store cannot be rolled back at all.

Figure 1: The Application Update Options Avail-
able in the Google Play Store on the Android OS.

If Android users disable auto-updating their applications,
they see an update notification indicating the applications
with available updates. Upon clicking the notification, users
interact with a list of applications requiring updates. Users
also see a notification—indicating the updated applications—
after applications have been updated, independent of the
update mechanism. All of these notifications can be activated
or deactivated from the Play Store. Updates that require ad-
ditional permissions for an application cannot be automated
to prevent malicious applications from acquiring device per-
missions. However, since the introduction of Android 6.0,
permissions are requested at run-time [40].

3. RESEARCH QUESTIONS
In order to design and develop better user interfaces and
systems that encourage users to auto-update, we need to
answer two questions. First, we need to identify what dif-
ferences exist between the characteristics of those users who
currently avoid auto-updating and those users who currently
auto-update their mobile applications. Identifying these dif-
ferences can help inform how the user interfaces of mobile
devices can be improved to better incorporate these differ-
ences. Second, we need to identify—regardless of whether
users currently auto-update—how these characteristics ex-
plain users’ preferences indicating whether they would like
auto-updating across their different applications. Establish-
ing which factors explain these preferences can further help
us identify how auto-update systems can incorporate these
preferences into their design. In this section, we describe
these research questions in further detail.

3.1 How are Users Who Avoid Auto-updating
Different From Those Who Auto-update?
Our first research question investigated how various user char-
acteristics differentiate those Android users who avoid auto-
updating their applications from those who auto-update their
applications (retaining the default option to auto-update
applications in the Play Store). Previous interview-based
studies have suggested that past negative experiences with
software updating—such as surprise user interface changes or
compatibility issues—can affect users’ auto-updating behav-
ior [12, 13] and their attitudes towards future updates [29].
Based on this observation, we formulated our first hypothesis:

• H1: Avoiding auto-updates will likely be associated with
users who have had negative experiences with updating their
software.

Previous research [17, 16] into users’ psychometric traits—
including risk taking capacities, consideration for future con-
sequences, propensity to engage in cognitive endeavors—and
cybersecurity behaviors has shown that they correlate with
how often users’ take actions and make decisions towards
keeping their software updated. Unlike when users are asked
to provide consent to updating each time an update is avail-
able, auto-updating is a one-time decision users make to allow
their system to update itself and does not require continual
consent. However because auto-updates are installed without
users’ consent, they may cause undesired consequences, and
are likely to be avoided by those who take fewer risks. Based
on this, we formulated our second hypothesis:

• H2: Avoiding auto-updates will likely be associated with
lower risk taking behavior.

Next, leaving auto-updates on has the potential to cause
undesired consequences to systems in the long-term, and
are therefore likely to be avoided by those who consider the
future consequences of their actions. This allowed us to
formulate our third hypothesis:

• H3: Avoiding auto-updates will likely be associated with
a higher consideration of future consequences.

When updates are automatically installed, users only grasp
the changes made by the update after the update has been
installed. Therefore, it is likely that those who avoid auto-
updates also have a greater propensity to keep appraised of
the changes updates make. This led to our fourth hypothesis:

• H4: Avoiding auto-updates will likely be associated with
higher curiosity and inquisitiveness.

Finally, because auto-updating applies updates as soon as the
updates become available and updates have the potential to
bring about undesired changes and consequences, users who
avoid auto-updating may also exhibit a greater resistance to
change. This led to our fifth and final hypothesis:

• H5: Avoiding auto-updates will likely be associated with
a greater resistance to change.

3.2 How Do User Characteristics Explain
Users’ Auto-updating Preferences?
Our second research question explored how user characteris-
tics explain Android users’ preferences towards auto-updating
their mobile applications. Previous research [25] with desk-
top users has suggested that users vary in their preferences
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towards auto-updating their applications, and that they con-
sider a variety of factors towards deciding which application
to auto-update. The study suggested that users are more
comfortable auto-updating security updates compared to
non-security updates and applications they trust, and that
they are less comfortable auto-updating applications that
are important to them, applications they use frequently, and
applications they are satisfied with. While we do not claim
that these are the only characteristics Android users con-
sider, we investigate how each of they factors correlate with
users’ auto-updating preferences across their applications in
the mobile space. Therefore, to answer our second research
question, we first considered how comfortable would users be
auto-updating each application if they were given the choice
to selectively auto-update their applications. Following that,
we investigated how users’ past negative experiences with
software updating, users’ psychometric traits, and users’ at-
titudes towards auto-updating their Android applications
explain these preferences.

4. METHOD
To answer our research questions we conducted a survey
of Android users on Amazon Mechanical Turk (AMT) be-
tween April and May 2016. In total, the survey took took
approximately 15 minutes to complete. We hosted the survey
on SurveyGizmo1, and advertised it as an “Android Apps
Update Survey” task on AMT. Turkers were invited to partic-
ipate if they were 18 or older, their primary smartphone was
an Android phone, and if they had previously used the Play
Store for at least one month. We used these filters to ensure
participants were familiar with the Android OS and how
applications are installed and updated. To ensure response
quality, we restricted the task to Turkers based in the US
who had an approval rating of 95% or higher. Because we did
not filter Turkers based on the number of tasks previously
completed, we added three attention check questions to the
survey—based on the findings of Peer et al. [41]—one of
which specifically asked about the Android OS. We filtered
all responses that failed any of the attention check questions,
and compensated the Turkers with $2.50 for completing the
survey. The study was approved by the Institutional Review
Board of our university.

4.1 Survey Instrument
The survey instrument contained three sections in total—
all of which are described below—and is available in the
Appendix.

4.1.1 Section One: Psychometric Scales
To answer our first research question, investigating what
differentiates those who avoid auto-updates for their applica-
tions from the other users, we employed a psychometric scale
to measure the corresponding psychometric trait for each
hypotheses listed in Section 3. The statements of each scale
and the order of the scales themselves were randomized to
avoid any bias, and therefore each scale appeared in a page
by itself in the survey. Specifically, we used the following
psychometric scales, which have been used by Egelman and
Peer [16, 17] and other studies in the past [18, 19, 24]:

Risk Taking: For hypothesis H2, we employed the Do-
main Specific Risk Taking scale (DoSpeRT) [42] to measure

1http://surveygizmo.com

people’s risk taking propensity. The DoSpeRT scale mea-
sures risk taking across the following dimensions: Ethical
(e.g., passing off somebody else’s work as your own), Finan-
cial/Investment (e.g., investing 10% of your annual income in
a moderate growth mutual fund), Financial/Gambling (e.g.,
betting a day’s income at the horse races), Social (e.g., ad-
mitting that your tastes are different from those of a friend),
Recreational (e.g., bungee jumping off a tall bridge), and
Health & Safety (e.g., engaging in unprotected sex). The
score for each sub-scale lies between 1 (Extremely Unlikely)
and 7 (Extremely Likely).

Future Consequences: For hypothesis H3, we employed
the Consideration for Future Consequences scale (CFC) [43],
which measures how much people consider the long-term
consequences of their actions and decisions (e.g., my behavior
is generally influenced by future consequences). The score
for this scale lies between 1 (Extremely Uncharacteristic of
Me) and 7 (Extremely Characteristic of Me).

Cognitive Endeavors: For hypothesis H4, we employed
the Need for Cognition scale (NFC) [44], which measures how
much people consider and indulge in thought and curiosity
provoking endeavors (e.g., when I make a decision, I think
about how it might affect me in the future). The score for
this scale lies between 1 (Extremely Uncharacteristic of Me)
and 5 (Extremely Characteristic of Me).

Resistance to Change: For hypothesis H5, we employed
the Resistance to Change scale (RTC) [45], which measures
how averse users are to change across the following dimen-
sions: Short-term Focus (the extent to which individuals are
distracted by the short-term inconveniences associated with
change; e.g., often, I feel a bit uncomfortable even about
changes that may potentially improve my life), Emotional
Reaction (the amount of stress and uneasiness induced by
change; e.g., when I am informed of a change of plans, I tense
up a bit), Routine Seeking (inclination to adopt routines;
e.g., whenever my life forms a stable routine, I look for ways
to change it), and Cognitive Rigidity (frequency and ease
with which individuals change their minds; e.g., my views
are very consistent over time). The score for each sub-scale
lies between 1 (Strongly Disagree) and 6 (Strongly Agree).

In addition, we also included the SeBIS scale to determine
whether users who avoid auto-updating and do auto-update
their applications differed in their security behavior inten-
tions. That is, we wanted to determine if applying auto-
updates is associated with a tendency to indulge in “good”
security behaviors? We did so to determine whether users
who intend to behave securely also consider auto-updating a
“good” security practice. The SeBIS scale measures users’ se-
curity behavior intentions across four dimensions: Password
Generation (do users create strong passwords?; e.g., when I
create a new online account, I try to use a password that goes
beyond the site’s minimum requirements), Proactive Aware-
ness (do users take proactive steps towards their security?;
e.g., when browsing websites, I mouseover links to see where
they go, before clicking them), Device Updating (do users
update their software and devices regularly?; e.g., when I’m
prompted about a software update, I install it right away),
and Device Securement (do users protect their devices with
passwords and pins?; e.g., I use a PIN or passcode to unlock
my mobile phone). The score for each sub-scale lies between
1 (Never) and 5 (Always).

USENIX Association Thirteenth Symposium on Usable Privacy and Security    179



4.1.2 Section Two: Android Application Update Set-
tings and Auto-Update Preferences
Section Two of the survey collected data about participants’
mobile application update settings and their preferences
towards auto-updating their applications on Android. To un-
derstand how users currently auto-update their applications,
we collected users’ Android application update settings—as
described in Section 2.3—in the Play Store. Rather than ask-
ing participants directly about whether they auto-updated
applications on their devices, we elicited their auto-update
settings in the Play Store using detailed labelled instructions
to increase the validity of the self-reported data. More specifi-
cally, we asked users to report two settings: the first question
asked participants to report their application update settings
from the Play Store—one of the options in Figure 1—and the
second question followed up with an image displaying how an
application could be disallowed from auto-updating, asking
participants if they ever disallowed auto-updates for any ap-
plication. The second question appeared only if participants
reported auto-updating in the first question.

To answer our second research question and elicit users’
auto-updating preferences for mobile applications, we asked
the participants to select the applications installed on their
phones from a visual grid containing the most installed An-
droid applications of all time [46]—all 95 of them—since
more users are likely to encounter these applications. To
eliminate any biases, the order of the applications in the grid
was randomized for each participant. For each application,
participants then rated their level of comfort with automating
security and non-security updates (UpdateType)—assuming
no data charges applied—on a scale of Uncomfortable (0)
to Comfortable (100) using visual slider. Participants then
answered, for each application, how trustworthy they felt
the application was (Trust), how important the application
was to them (Importance), how frequently they used the
application (Use Frequency), and how satisfied they were
with the application (Satisfied)—all on a scale of 1 (Lowest)
to 5 (Highest). To limit the number of applications partici-
pants answered these questions about and prevent fatigue,
we randomly drew a maximum of 10 applications from the
ones participants reported they had on their phone. We
designed the survey to elicit preferences in this manner—for
each application—to gather how participants varied in their
responses. To prevent ordering bias, we randomized how
participants observed Sections One and Two of the survey.

4.1.3 Section Three: Past Update Experiences
Finally, in Section Three of the survey, we asked partici-
pants whether they had previously had a negative experience
with software updates i.e., if they had regretted updating
any device or software—not just their mobile devices. If
participants answered “Yes”, we listed the common negative
experiences users reported with software updating from the
literature at the time [13, 29, 25] for participants to select
or to enter their own experiences. This section of the survey
always appeared right before the end of the survey—to avoid
any priming effects of asking participants to report their pref-
erences towards auto-updating in Section Two. The survey
ended with demographic questions asking about age, gender,
income and occupation.

4.2 Survey Pilot and Deployment
After constructing the survey, we piloted it with a six partic-

ipant convenience sample drawn from within our institution.
During the pilot, we employed cognitive interviews [47], a
commonly used technique in survey research, where par-
ticipants are asked to “think-aloud” when attempting the
survey questions. These are conducted to ensure the survey
questions convey their intended meanings and measure the
construct the researcher intends to measure. During the
interviews, participants were asked to describe, in their own
words, what the purpose of each question was, and whether
they experienced any difficulty in answering them; we also
specifically focused on the instructions to report the auto-
update settings to ensure they were easy to follow through.
Subsequently, we used these results to refine and revise a
few questions. These interviews lasted for about 30 minutes.
Participants were not reimbursed for their time.

4.3 Limitations of Self-Reported Data
We asked participants to self-report their Android applica-
tion update settings in the survey, and therefore this data
on settings could be subject to error. To limit this error, we
asked participants to follow a set of well-labelled instructions
to find and report the current settings on their phones in-
stead of asking them directly about how they updated their
applications. However, it is still possible that participants
may have responded by recollecting or guessing their update
settings as opposed to actually checking their devices. We
did consider asking participants to upload a screenshot of
the update settings page from the Google Play Store appli-
cation but we chose not to do so since this would require
participants to upload a screenshot from their mobile device
to the device they were using to taking the survey, which
may have been different. This additional step would have
been prohibitively time consuming and cumbersome, and
likely to have introduced a bias of its own. Future research
could identify ways to collect this information directly from
users’ devices to increase the accuracy of the settings data.

4.4 Participants
The survey received 525 responses in total from AMT, out
of which 48 responses (9.1%) failed at least one attention
check question and were subsequently discarded, leaving 477
valid responses. Table 1 summarizes the survey participants’
demographics. The survey participants were predominantly
between 18–34 years old, with more males than females
(62.3% vs 37.1% respectively). Nearly 90% of the survey
participants had either a college or bachelor’s degree, and
earned a median annual income between $35,000 and $49,999.
33% of the survey participants reported that they avoided
auto-updating their applications, i.e., they chose the “Do not
auto-update apps” option described in Section 2.3 in the Play
Store. Only close to 10% of the participants reported that
they restricted auto-updating for at least one application
using the feature described in Section 2.3.

4.5 Data Analysis
4.5.1 Reliability and Dimensionality of the Scales
Before proceeding towards building statistical models for
our data, we analyzed all the psychometric data in terms of
Reliability and Dimensionality [48]. Both these techniques
are used in developing and constructing scales, but are also
used to evaluate data that results from using scales in order
to confirm the gathered data’s validity. A scale’s Dimension-
ality measures the number of underlying factors it measures
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Demographic Survey Participants

Age

18–34 69.2%
35–54 28.9%
>55 1.9%

Gender

Male 62.3%
Female 37.1%
Other 0.6%

Education

Some College 45.4%
Bachelor’s 45.6%
Master’s 8.4%
Other 0.6%

Table 1: Demographic Information of the Partici-
pants.

(one, for uni-dimensional, or many, for multi-dimensional
scales) and the nature of these factors (correlated or uncorre-
lated). In our analysis, for each psychometric scale described
in Section 3, we conducted a confirmatory factor analysis
using Principal Component Analysis (PCA) [49]—applying
the rotation method used originally by the authors’ of the
psychometric scales—to confirm the theoretical structure
and underlying factors of the scales. A scale’s Reliability
measures how consistent the scale is when administered re-
peatedly. We measured reliability using Cronbach’s alpha (α)
for which, a value of 0.7 of greater is considered acceptable,
while a value greater than 0.8 is considered good [50].

Starting with the DoSpeRT scale, a PCA with oblimin rota-
tion revealed the original factor structure of the scale and
when taken together, the factors explained 56% of the vari-
ance in the data. We extracted these factors and computed
their reliability: Ethical (α = 0.71), Health/Safety (α =
0.72), Financial/Investment (α = 0.79), Financial/Gambling
(α = 0.90), Recreational (α = 0.82), and Social (α = 0.78).

Next, with the RTC scale, a PCA with oblique rotation
revealed the original factor structure of the scale and when
taken together, the factors explained 63% of the variance in
the data. We extracted these factors and computed their
reliability: Emotional Reaction (α = 0.88), Short-term Focus
(α = 0.84), Routine Seeking (α = 0.81), and Cognitive
Rigidity (α = 0.70). Next, we examined the uni-dimensional
CFC and the NFC scales. Both these scales revealed high
reliability: (α = 0.9) and (α = 0.95) respectively.

Finally, with SeBIS, a PCA with varimax rotation revealed
the original factor structure of the scale and when taken
together, the factors explained 59% of the variance in the data.
We extracted these factors and computed their reliability:
Proactive Awareness (α = 0.72), Password Generation (α =
0.78), Device Securement (α = 0.80), and Device Updating
(α = 0.70). Therefore, we found sufficient evidence to prove
that our data was both reliable and valid.

4.5.2 Logistic Regression: Analyzing Auto-updating
Differences
To answer our first research question—investigating the dif-
ferences that exist between those Android users who cur-
rently avoid auto-updating and those who auto-updates their
applications—we constructed a logistic regression model [51]

using the glm() from the “stats” package in R. Logistic re-
gression is a regression model where the dependent variable
is categorical and binary. In our case, the binary outcome
is whether participants avoided auto-updating or did auto-
update their applications. Because of the low number of
participants who restricted auto-updating only for some ap-
plications (10%; Section 4.4), we only considered participants’
settings from the Play Store (Figure 1) as they reported in
Section Two of the survey. We regressed this update choice
(“Avoided Auto-updating” = 1 vs “Auto-updated” = 0) on
the psychometrics (DoSpeRT, RTC, CFC, NFC), the co-
variates (SeBIS, age, gender, education), and the presence
of a previous negative experience with updating software
(Neg. Experience). We coded all those who answered “I
don’t remember” to having had a previous software updating
negative experience as the absence of one. To reduce the
number of levels in education, we transformed it into a contin-
uous variable using the following scheme: No High School:1,
(High School Graduate, Some College):2, (Bachelor’s Degree,
Associate’s Degree):3, (Master’s Degree, Doctoral Degree,
Professional Degree):4.

4.5.3 Linear Mixed Effects Model: Analyzing Auto-
updating Preferences
To answer our second research question—analyzing how
users characteristics explain users’ preferences towards auto-
updating their mobile applications—we first compiled, for
each participant, two scores indicating how comfortable they
were, one each for security and non-security updates (Update
Type), across the data for each application they rated. This
lead to a total of N = 7952 pairs of (participant, applica-
tion) with responses to each of the factors we considered in
Section 4.1.2. Overall, participants answered the questions
about their update preferences for 8.5 applications on aver-
age (median = 10). Following that, we constructed a linear
mixed-effects regression model [52] using the lmer() from
the “lme4” package in R. These models are extensions of the
linear regression model in which the predictors contain ran-
dom effects in addition to the usual fixed effects. Since each
participant only answered questions about a subset of the
applications—a maximum of 10—we considered a partially
crossed random effects model, where the dependent variable
was the comfort score, and amongst the predictors, the vari-
ous user characteristics (Past software updating experience,
Psychometric data, SeBIS scores, UpdateType, Trust, Use
Frequency, Importance, Satisfied) were the fixed effects, and
the subjects and applications were random effects. We also
added the demographic variables: age, gender and education,
which was coded as before.

5. FINDINGS
Overall, our study showed that users who avoid auto-updates
for applications on Android differ from those who auto-
update by three characteristics. First, these users have
usually had a previous negative experience updating their
software—confirming the findings of previous studies for desk-
top users [12, 13]. However, our study newly suggests that
these negative experiences may have occurred on devices
other than participants’ Android phones, such as their desk-
tops and laptops. Second, these users tend to take fewer
financial investment risks (e.g., lower chance to invest money
in business ventures and mutual funds) and fewer ethical
risks (e.g., lower chance to take questionable deductions
on their income task returns). Third, these users exhibit
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a greater propensity to take proactive steps to maintain
their online security—similar to what others have found for
desktop users [13]. Overall, across their applications, our par-
ticipants were less comfortable auto-updating if they had a
previous negative updating experience, but more comfortable
auto-updating security updates over non-security updates,
and applications they deemed trustworthy.

5.1 Differentiating Users Who Avoid Auto up-
dating From Those Who Auto-Update
In our first research question, we asked how those users who
avoid auto-updates differ from those who auto-update their
applications on Android based on their current reported auto-
update settings. The result of the logistic regression model
regressing users’ update choice on the various psychometric
scales, users’ past experiences with software updating, and
their demographics is shown in Table 2. A likelihood ratio
test [53] between the null model and the model with all
the predictors revealed an effect size of 0.089 (p < 0.0001),
and the Nagelkerke R2 [54] of the model was 0.15—both
indicating a good fit for the model.

5.1.1 Past Negative Software Updating Experience
In the survey, nearly 40% of the participants reported hav-
ing had a previous negative experience with updating their
software across their devices. Broken down by whether par-
ticipants auto-updated their applications, 34.9% of those who
auto-updated and 56.8% of those who avoided auto-updating
their applications had a previous negative experience with
updating their software.

Our results indicate support for hypothesis H1, that avoiding
auto-updates is associated with past negative experiences
with software updates. As seen in Table 2, we observed a
significant and large effect size for the coefficient of Negative
Experience (eβ = 2.81, p < 0.0001, C.I. = [1.75, 4.56]).
Given the positive coefficient, we conclude that having had
a previous negative experience with software updating is
associated with avoiding auto-updates for applications on
Android. It is important to note here that we asked for
participants’ negative experiences across their devices—not
just their Android phones—and this may indicate a tendency
for these experiences to affect updating behaviors on devices
other than the one they had the negative experience on.

The participants reported a variety of negative experiences
with software updating—similar to the reasons reported in
previous studies [29, 12, 13, 25]—such as updates caused
the software to be buggy, updates made the user interface
of the software uncomfortable to use, and updates took a
long time to install. Table 3 lists a summary of the negative
experiences reported by the survey participants along with
the frequency of their appearance. Those participants who
chose to elaborate on their negative updating experiences
(4.6%) stated:

• How their computers crashed: e.g., P34 “Windows
10, or garbage time, breaks pretty much every time it
updates.”

• How their devices were incompatible with the update:
e.g., P145 “The update I downloaded made other apps
buggy.”

• How the update changed and toggled their application
settings: e.g., P298 “The update deleted my password

and I could not get it back and it would not let me know
what it was. This happened with iTunes and is why I
now have Android and not Apple products of any kind.
I also lost all the music I had purchased.”

5.1.2 Risk Averse Behavior Intentions
Our results indicated support for hypothesis H2, that avoid-
ing auto-updates for applications is associated with lower
risk taking behavior, specifically in two domains. First, we
found a significant and medium effect size indicating that
those who avoid auto-updating their applications also tended
to take fewer financial investment risks as indicated by the
DoSpeRT-Investment (eβ = 0.79, p < 0.01, C.I. = [0.66,
0.94]) coefficient in Table 2. This means that these users
were less likely to invest any money into mutual funds, new
business ventures, or speculative stocks. Second, we found
a significant and medium effect size indicating that those
who avoid auto-updating their applications also tended to
take fewer ethical risks as indicated by the DoSpeRT-Ethical
(eβ = 0.75, p < 0.01, C.I. = [0.62, 0.91]) coefficient in Table 2.
This means that these users were less likely to indulge in
affairs with married men/women or keep a lost wallet con-
taining money for themselves. We found no differences in
the remaining DoSpeRT domains (Health/Safety, Gambling,
Recreational, Social), suggesting that these factors might not
differentiate those users who avoid auto-updating from those
who auto-update their applications on Android.

At this point, it is worth considering why we found differ-
ences particularly in the investment and ethical domains
and not the others. We conjecture that because low scores
on both the DoSpeRT-Ethical and Investment sub-scales
indicate taking responsibility and being in control, they dif-
ferentiate those users who avoid auto-updating—users with
lower scores on these scales—as these users may also express
a sense of responsibility over controlling the changes updates
make to their devices. These differences may have been less
apparent in the DoSpeRT-Gambling sub-scale as gambling
and betting are more generally considered risky activities.
Furthermore, we conjecture that while both the DoSpeRT-
Recreational and Social sub-scales indicate a similar sense of
taking responsibility, the associated risks involve references
to social activities—that is, interactions with others and
in groups—and may therefore, have been less apparent in
decisions that affects only the self. Other research [17] has
shown that both these sub-scales may be more predictive of
users’ privacy expectations.

It is also worth pointing out a subtle difference between our
result and the results of Egelman and Peer [16] with regards
to software updating and risk taking. In their study, Egelman
and Peer observed that risk taking was inversely correlated
with how often users took actions to update their software
(as measured by the SeBIS-Device Updating sub-scale), i.e.,
low risk taking individuals were more likely to update their
software. On the other hand, our results demonstrate that
low risk taking individuals were less likely to auto-update—
despite the fact that auto-updating should, at least in theory,
keep software updated sooner and faster. We believe that
this difference is associated with the underlying risks. That
is, when users are asked to take actions and make decisions
about updating their software, low risk taking individuals
are likely to update often because these users are concerned
about the risks of not updating (i.e., potential exploits and
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Predictor Estimate Std. Error Odds Ratio Odds Ratio 95% C.I. p-value

(Intercept) 0.19 1.35 1.21 [0.09, 17.20] 0.89
CFC −0.33 0.21 0.72 [0.48, 1.09] 0.12
NFC 0.02 0.16 1.02 [0.75, 1.39] 0.92
DoSpeRT-Ethical −0.29 0.10 0.75 [0.62, 0.91] < 0.01
DoSpeRT-Social −0.10 0.12 0.90 [0.72, 1.14] 0.39
DoSpeRT-Health/Safety −0.18 0.14 0.84 [0.64, 1.09] 0.19
DoSpeRT-Recreational 0.17 0.11 1.19 [0.96, 1.48] 0.11
DoSpeRT-Investment −0.24 0.09 0.79 [0.66, 0.94] < 0.01
DoSpeRT-Gambling 0.08 0.11 1.08 [0.86, 1.34] 0.48
RTC-Emotional Reaction −0.04 0.18 0.96 [0.69, 1.33] 0.79
RTC-Routine Seeking −0.03 0.18 0.97 [0.68, 1.38] 0.85
RTC-Cognitive Rigidity −0.01 0.14 0.99 [0.75, 1.32] 0.95
RTC-Short term Focus 0.17 0.18 1.19 [0.83, 1.70] 0.35
Neg. Experience [Yes] 1.03 0.24 2.81 [1.75, 4.56] < 0.0001
SeBIS-Proactive Awareness 0.35 0.17 1.42 [1.01, 2.01] 0.04
SeBIS-Password Generation 0.08 0.16 1.08 [0.79, 1.48] 0.63
SeBIS-Device Updating −0.13 0.16 0.88 [0.65, 1.19] 0.41
SeBIS-Device Securement 0.10 0.11 1.11 [0.89, 1.39] 0.37
Age −0.01 0.02 0.99 [0.96, 1.01] 0.33
Education −0.12 0.19 0.89 [0.61, 1.29] 0.54
Gender [Male] 0.08 0.26 1.09 [0.65, 1.83] 0.74
Model Fit Likelihood Ratio Test: Deviance = 45.99, p < 0.0001
Model Likelihood Ratio Effect Size: 0.089

Table 2: Results of the Logistic Regression Modeling the Outcome (“Avoided Auto-updating”) on the Various
Predictors. 95% C.I. is the 95% Confidence Interval. Bolded p-values are Significant at the 0.05 Level.

Negative Experience Frequency

Version prior to update worked better 36.4%
The update introduced new bugs 34.3%
The update modified the user interface 27.6%
The update took a long time to install 11.3%
The update used up a lot of data 10.7%

Table 3: Negative Experiences with Software Updat-
ing Reported by the Survey Participants.

harm). However, with respect to auto-updating, low risk
taking individuals are likely to turn off automatic updates
because these users are concerned about the risks of auto-
updating (i.e., undesirable and negative consequences).

5.1.3 Greater Proactive Security Awareness
Our results also indicated a significant and small effect size
indicating that users who avoided auto-updating their appli-
cations also exhibited a greater propensity to take proactive
steps to maintain their online security; the coefficient of
SeBIS-Proactive Awareness (β = 1.42, p = 0.04, C.I. = [1.01,
2.01]). This means that these users were more likely to verify
links before opening them, ensure the green HTTPS lock
was visible before submitting information, and fix security
problems by themselves rather than depending on others.
This result supports the findings of Forget et al. [13] who, in
a study with 15 desktop users, observed that those users who
desired control and assumed responsibility in maintaining
the security of their computers took proactive security steps
(e.g. periodic virus checks), and also sometimes turned off
automatic updates.

On the other hand, we observed no such differences be-
tween those users who avoided auto-updates and those users
who auto-updated their applications with regards to their
intentions to behave securely based on the Password Gener-
ation, Device Updating, or Device Securement sub-scales—
suggesting that the security intentions of users who avoid
auto-updates and do auto-update may not be different.

Overall, in our regression model we found evidence to support
hypothesis H1, auto-updating is associated with previous
negative experiences, and hypothesis H2 that auto-updating
applications on Android is associated with taking fewer risks.
However, we found no evidence to support hypothesis H3,
H4, H5, suggesting that auto-updating may not be associ-
ated with consideration of future consequences, curiosity and
inquisitiveness, or resistance to change respectively.

5.2 Users’ Auto-Updating Preferences
In our second research question, we asked how user charac-
teristics explain users’ preferences for how they would like
to auto-update across their applications on Android. In
the survey, participants rated how comfortable they were
auto-updating security and non-security updates for the ap-
plications they selected. The result of the linear mixed effect
regression is shown in Table 4; we only report the significant
fixed effects. The R2

LMMm
measure [55] considering only the

fixed effects in the model was 0.25—indicating a medium
to large effect size. As well, the variance (σ2 = 432.42)
due to the Participant random effect was much greater than
the variance (σ2 = 5.40) due to the Application random
effect, indicating that differences in preferences towards auto-
updating were much greater across participants but fairly
consistent across applications.
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Fixed Effects Estimate Std. Error Est 95% C.I. p-value

Neg. Experience [Yes] −7.39 2.14 [−11.49,−3.29] < 0.001
SeBIS-Proactive Awareness −3.84 1.47 [ −6.67,−1.02] < 0.01
UpdateType [Security] 6.76 0.37 [ 6.03, 7.49] < 0.0001
Trust 7.29 0.34 [ 6.61, 7.96] < 0.0001
Importance 2.24 0.25 [ 1.76, 2.73] < 0.0001
Satisfied 2.96 0.32 [ 2.32, 3.58] < 0.0001

Model R2
LMMm

Measure: 0.25

Table 4: Results of the Linear Mixed Effect Model for the Auto-updating Preferences. Participant and
Application were Included as Random Effects. 95% C.I. is the 95% Confidence Interval. Only the Significant
Fixed Effects are Shown.

Previous Negative Updating Experience: We observed
that having had a previous negative experience with software
updating affected how comfortable users were towards auto-
updating their applications. In our model, we observed
a significant and medium effect size for the coefficient of
Negative Experience (β = −7.39, C.I. = [−11.49,−3.29], p <
0.001), indicating that once users have a negative experience
with updating their software, they become less comfortable
auto-updating their applications.

Perceived Trust in the Application: Android applica-
tions’ perceived trustworthiness played an important part
in users’ decision making towards auto-updating them. In
our model, we observed a significant and medium effect size
for the coefficient of Trust (β = 7.29, C.I. = [6.61, 7.96], p <
0.0001), indicating that the more trustworthy users consid-
ered an application, the more comfortable they were auto-
updating it.

Security Updates vs Non-security Updates: We also
observed that the type of update played an important part
in whether users would let it apply automatically. In our
model, we observed a significant and medium effect size
for the coefficient of security updates (β = 6.76, C.I. =
[6.03, 7.49], p < 0.0001), indicating that users were more
comfortable auto-updating security updates over non-security
updates.

Greater Security Awareness: We observed that those
users who displayed a higher proactive awareness towards
managing their security were less comfortable towards auto-
updating their applications. In our model, we observed a
significant but small effect size for the coefficient of SeBIS-
Proactive Awareness (β = −3.84, C.I. = [−6.67,−1.02], p <
0.01), indicating that users who exhibited greater propensity
to engage in proactive security behavior were less comfortable
auto-updating their applications.

Perceived Satisfaction with the Application: Android
applications’ perceived satisfactory performance played a
less important part in users’ decision making towards auto-
updating. In our model, we observed a significant but small
effect size for the coefficient of Satisfied (β = 2.96, C.I. =
[2.32, 3.58], p < 0.0001), indicating that the more satisfied
users were with an application, the more comfortable they
were auto-updating it.

Perceived Importance of the Application: Android ap-
plications’ perceived importance to users also played an im-
portant part in users’ decision making towards auto-updating
them. In our model, we observed a significant but small ef-

fect size for the the coefficient of Importance (β = 2.24,
C.I. = [1.76, 2.73], p < 0.0001), indicating that the more
important users considered an application, the more com-
fortable they were auto-updating it.

While drawing comparisons with the results for desktop
users in [25] is difficult since the previous study included
a small sample size, we point out how our results differ.
Our results suggest that like desktop users, mobile users are
more comfortable auto-updating applications they trust, and
more comfortable auto-updating security updates over non-
security updates. While desktop users are less comfortable
auto-updating applications they are satisfied with and are
important to them, both factors have only a small influence
on how comfortable mobile users’ feel towards auto-updating
their applications. Finally, unlike desktop users who were less
comfortable auto-updating applications they frequently used,
we observed no differences with Android users. It may be
possible that we observed no difference because we considered
the most popular Android applications which could be used
more frequently overall.

6. DISCUSSION
In the following section, we outline the implications of our
findings for improving the design of Android OS update
system, and encouraging users who avoid auto-updating
mobile applications to auto-update security updates.

6.1 Improve Auto-update User Interfaces
To help mobile users keep their applications updated, we
suggest that mobile update systems make application soft-
ware update rollbacks more accessible, and include nudges
to encourage users to auto-update security updates.

6.1.1 Make Update Rollbacks Accessible
Our first recommendation stems from our finding that avoid-
ing auto-updating mobile applications on Android is associ-
ated with having had a previous negative experience with
updating. Therefore, we recommend that one improvement
to the current Android OS, or mobile application update
systems more generally, would be to provide users with the
ability to rollback updates for all applications to a previous
point in time to help users who dislike changes made by
updates to a particular application to rollback those changes.
Presently, updates for applications that are installed from
the Play Store cannot be rolled back; update rollbacks are
only allowed for applications that come pre-installed with the
device (as described in Section 2.3). However, because the
implications of update rollbacks may be potentially harmful—
as security updates may be rolled back as well—this change
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may require a mobile OS to restrict update rollback for ap-
plications that do not contain recent security updates. Such
a system would also rely on informing users about potential
feature losses to help them understand what rolling back up-
dates would entail. Overall, this would potentially increase
end-users’ confidence in auto-updating security updates.

6.1.2 Design Nudges for Auto-Updating
Our second recommendation stems from our findings that
users who avoid auto-updating mobile applications on An-
droid also tend to take fewer investment risks and fewer
ethical risks. We suggest that these characteristics can be
used to design “nudges” to persuade users to auto-update
security updates, since our findings suggest that overall, users
are more comfortable automating security updates. Nudges
entail the use of behavioral economics to encourage users into
making certain decisions [56]. Numerous studies have experi-
mented with nudging to affect behavior change in domains
ranging from health [57, 58, 59] to retirement savings policies
[60, 61]. In the privacy and security community, recent stud-
ies have created nudges for users to make stronger passwords
using password meters [62], and others have nudged users
into reducing regrets during online social network use [63].

Specifically, we envision nudges to encourage users to auto-
update security updates that leverage the vast literature on
“Framing Effects” [64]—a cognitive bias in which people react
to choices based on how these choices are framed (such as
loss vs gains). For instance, because users who avoid auto-
updating application updates on Android also take fewer
ethical risks as measured by the DoSpeRT-Ethical scale,
one nudge could highlight the ethical risk and responsibil-
ity associated with not auto-updating security updates, e.g.,

“Switching auto-updates on for security updates will protect
you, and others like you from suffering the consequences of
someone exploiting your device”. Similarly, because the same
users also take fewer investment risks, as measured by the
DoSpeRT-Investment scale, another nudge could highlight
the financial and investment risk associated with not auto-
updating security updates: “Not switching auto-updates on
for security updates increases the chances of someone gain-
ing access to your bank account or stealing your credit card
information”. Both these nudges, using the risk taking traits
resulting from our findings, emphasize the potential losses—
an attacker exploiting your device, or accessing your credit
card information—that may result from not auto-updating
security updates.

Such nudges could also emphasize that negative experiences
such as changes to the user interface or data loss, will be
minimized since these are primarily security updates. If the
Android OS implements a mechanism to rollback updates,
as we touched upon in Section 6.1.1, these nudges could also
remind users about the application update rollback setting
and emphasize that users can un-install updates at any time
if they dislike the changes caused post update. These nudges
could be presented to users at different times. For instance,
these nudges could be presented to users who avoid auto-
updates when they attempt to switch off auto-updates, or
soon after they manually install an update for an application.
Future research could test the effectiveness of these nudges
and messages by means of various controlled experiments.

In addition to nudges, security education experts can leverage

the same ethical and investment risk taking trait differences
between users who avoid auto-updating and those who do
not in order to design better security education campaigns
and security advice for end-users. For instance, the ethical
risk taking could be used to highlight that “Users have a
responsibility to auto-update their systems and keep their
organization and fellow users safe”, and changes in user
behavior could be measured pre- and post-training.

Of course, allowing auto-updates for security updates only
will entail providing software developers with the incentives,
education, and necessary infrastructure to decouple mobile
application security updates, whenever possible, from all
other kinds of updates. On Android, enabling this function-
ality would also require a redesign of the application update
interface. As Figure 1 shows, the Android OS currently has
provisions for users to either auto-update all their applica-
tions, disallow auto-update for certain applications (through
the applications’ page on the Play Store), or auto-update
none of their applications. However, there is no provision
for users to automate certain kinds of updates over others.
In contrast, the Apple Mac OS X system allows users to
selectively automate security OS updates while restricting
updates of all other types [65]. The Android OS could extend
this concept to the Play Store, providing users with another
option to automate only security updates.

6.2 Examine Update Development Practices
Our third recommendation stems again from our finding
that mobile users who avoid application auto-updates have
had a previous negative experience with software updating.
We suggest that the burden of updating applications and
device should not solely rely on end-users, and echoing the
call of others [66], we hope that the security community go
beyond studying the updating behaviors of end-users and
also investigate how software developers decide to develop,
build, and test software updates in the first place. Like
end-users, software developers make trade-offs when deciding
what content to add or remove via an update, or what
security changes to push to end-users. These trade-offs
maybe influenced by a variety of factors, including their
attitudes, motivations, and the feedback they receive from
their end-users. Future research could identify how software
developers propagate application changes to their end-users,
what specific changes lead to negative experiences for end-
users, and ways to minimize these downsides as part of the
update development process. For instance, when developers
add or remove features from a particular application, how do
they consider these changes will impact those users with the
current version of the application, and how do developers
decide what information to provide to users to inform them
about the changes made by updates?

6.3 Personalize Mobile Auto-update Systems
Our fourth recommendation stems from our finding that over-
all, mobile users’ perceived level of trust with applications,
and the type of update (security over non-security updates)
is positively and strongly correlated with how comfortable
they felt auto-updating their applications. Because users’
auto-updating preferences contain some nuances, we argue
that a one-size-fits-all update system may be less optimal,
and work against the preferences of those users who avoid
auto-updating. While the Play Store does provide users with
the ability to restrict auto-updates for certain applications—
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as described in Section 2.3—the choice to do so lies with
the end users, and can ultimately be an effort requiring task
because a user can have 95 different applications installed on
average [67]. Indeed, in our data only 10% of our participants
actually used this feature.

Therefore, we propose that mobile update systems need
to be more personalized and learn from users and their
actions, and accordingly decide which applications to auto-
update and which others to not—selectively involving users
only when necessary. Our findings provide a starting point
for personalization based on the user characteristics and
preferences we identified for users auto-updating their mobile
applications. For instance, since users in our study were
more comfortable auto-updating applications they trusted,
future systems could explore and uncover proxies for trust,
and use that to drive auto-update decisions. Some proxies
of trust might include dimensions such as whether a user
provides a high rating, or a positive comment for a particular
application, or has downloaded multiple applications from
the same application developer.

These proxies could allow the system to help suggest or
even decide when to automatically install updates for any
particular application depending on the user’s preference for
consent to update. As another example, the system could
automatically install all updates for applications that users
might generally trust, such as emergency applications. Of
course, such a system would require great transparency, and
be able to inform users about what actions it has taken and
how it arrived at the decision of taking those actions.

7. LIMITATIONS
Our study has several limitations. First, our results corre-
lating user characteristics and their choice of automating
updates is limited to how applications are updated on the
Android platform, and therefore limited in how far they can
be generalized to non-application updates (such as OS up-
dates). Second, as noted in Section 4.3, our survey collected
users’ self-reported update settings, and these settings may
be subject to error. Third, the applications users reported
having installed on their phones could be subject to recall
bias, and are only limited to the ones we presented as part
of the survey. However, providing a list of all applications
was impractical, and we had to pare it to the most popu-
lar applications. Fourth, as a result of choosing the AMT
platform, our results are limited in their generalizability to
other Android users. However, while the psychometric scales
have been used outside of AMT before, the SeBIS scale has
only been tested and validated on AMT, which made it a
reasonable platform to run our study. Furthermore, the AMT
population, while limited in its diversity, has been shown to
be fairly similar to participants from university campuses
and other online participant pools [68, 69]. Despite these
limitations, our study provides insight into users preferences
towards auto-updating mobile applications.

8. CONCLUSION AND FUTURE WORK
We conducted a survey to understand how user characteris-
tics affect attitudes towards mobile application updates on
Android. We found that three characteristics differentiated
those users who avoid auto-updates from those who auto-
update their mobile applications. These characteristics are
past experiences with software updating, propensity to en-
gage in risk taking behavior, and displaying greater proactive

awareness about their online security.

We also found that previous negative experiences made users
less comfortable with auto-updating their applications. How-
ever, users were more comfortable with the idea of auto-
updating security updates and applications they deemed
more trustworthy. Based on these findings, we made four
recommendations for improving security on Android by en-
couraging users to switch on auto-updates via making ap-
plication update rollbacks more accessible, nudging users to
auto-update, studying software developers and their update
development practices, and using our findings as a starting
point for personalizing mobile update systems.

Future work could examine how users’ attitudes towards
auto-updating vary on other platforms and devices, and
more directly observe or infer how users update as opposed
to using self-reported user data. Future work could also
examine how our results generalize beyond the AMT platform
by repeating our survey on a more representative sample
of Android users. Finally, future work could use controlled
experiments to present users with different versions of the
nudges we proposed, and measure whether or not users are
moved to switch on auto-updates after being exposed to these
kinds of nudges. Another potential area for future inquiry
would be to build on our findings to help create both user
and application profiles for personalizing auto-updates in
mobile OS update systems.

Lastly, auto-updating applications on a mobile also poses
an interesting dichotomy: while on one hand auto-updates
may bring enhanced security and protection, on the other
hand these updates can also be abused by malicious software
developers. These malicious developers might want to use
this channel to collect more data about users that might be
of high value to advertisers, or inject advertisement libraries.
A final suggestion for future research is to consider this
dichotomy in greater detail, and devise ways so that software
updates are vetted before they can be automated.
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APPENDIX
A. PART ONE: PSYCHOMETRIC SCALES

1. Domain Specific Risk Taking (DoSpeRT) scale [42] (Eth-
ical = E, Financial/Investment = F/I, Financial / Gam-
bling = F/G, Health/Safety = HS, Social = S, Recre-
ational = R) [Scoring: 1 (Extremely Unlikely) and 7
(Extremely Likely)]

• Admitting that your tastes are different from those
of a friend. (S)

• Disagreeing with an authority figure on a major
issue. (S)

• Choosing a career that you truly enjoy over a more
secure one. (S)

• Speaking your mind about an unpopular issue in a
meeting at work. (S)

• Moving to a city far away from your extended family.
(S)

• Starting a new career in your mid-thirties. (S)

• Going camping in the wilderness. (R)

• Taking a skydiving class. (R)

• Bungee jumping off a tall bridge. (R)

• Piloting a small plane. (R)

• Going down a ski run that is beyond your ability.
(R)

• Going whitewater rafting at high water in the spring.
(R)

• Betting a day’s income at the horse races. (F/G)

• Betting a day’s income at a high-stake poker game.
(F/G)

• Betting a day’s income on the outcome of a sporting
event. (F/G)

• Investing 10% of your annual income in a moderate
growth mutual fund. (F/I)

• Investing 5% of your annual income in a very spec-
ulative stock. (F/I)

• Investing 10% of your annual income in a new busi-
ness venture. (F/I)

• Drinking heavily at a social function. (HS)

• Sunbathing without sunscreen. (HS)

• Riding a motorcycle without a helmet. (HS)

• Driving or riding a car without wearing a seat belt.
(HS)

• Walking home alone at night in an unsafe area of
town. (HS)

• Engaging in unprotected sex. (HS)

• Taking some questionable deductions on your in-
come tax return. (E)

• Having an affair with a married man/woman. (E)

• Passing off somebody else’s work as your own. (E)

• Revealing a friend’s secret to someone else. (E)

• Not returning a wallet you found that contains $200.
(E)

• Leaving your young children alone at home while
running an errand. (E)
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2. Consideration for Future Consequences (CFC) scale [43]
[Scoring: 1 (Extremely Uncharacteristic of Me) and 7
(Extremely Characteristic of Me)]

• I consider how things might be in the future, and
try to influence those things with my day to day
behavior.

• Often I engage in a particular behavior in order
to achieve outcomes that may not result for many
years.

• I only act to satisfy immediate concerns, figuring
the future will take care of itself.

• My behavior is only influenced by the immediate
(i.e., a matter of days or weeks) outcomes of my
actions.

• My convenience is a big factor in the decisions I
make or the actions I take.

• I am willing to sacrifice my immediate happiness or
well-being in order to achieve future outcomes.

• I think it is important to take warnings about nega-
tive outcomes seriously even if the negative outcome
will not occur for many years.

• I think it is more important to perform a behavior
with important distant consequences than a behav-
ior with less important immediate consequences.

• I generally ignore warnings about possible future
problems because I think the problems will be re-
solved before they reach crisis level.

• I think that sacrificing now is usually unnecessary
since future outcomes can be dealt with at a later
time.

• I only act to satisfy immediate concerns, figuring
that I will take care of future problems that may
occur at a later date.

• Since my day-to-day work has specific outcomes, it
is more important to me than behavior that has
distant outcomes.

• When I make a decision, I think about how it might
affect me in the future.

• My behavior is generally influenced by future con-
sequences.

3. Need for Cognition (NFC) scale [44] [Scoring: 1 (Ex-
tremely Uncharacteristic of Me) and 5 (Extremely Char-
acteristic of Me)]

• I would prefer complex to simple problems.

• I like to have the responsibility of handling a situa-
tion that requires a lot of thinking.

• Thinking is not my idea of fun.

• I would rather do something that requires little
thought than something that is sure to challenge
my thinking abilities.

• I try to anticipate and avoid situations where there
is a likely chance I will have to think in depth about
something.

• I find satisfaction in deliberating hard and for long
hours.

• I only think as hard as I have to.

• I prefer to think about small daily projects to long
term ones.

• I like tasks that require little thought once I’ve
learned them.

• The idea of relying on thought to make my way to
the top appeals to me.

• I really enjoy a task that involves coming up with
new solutions to problems.

• Learning new ways to think doesn’t excite me very
much.

• I prefer my life to be filled with puzzles I must solve.

• The notion of thinking abstractly is appealing to
me.

• I would prefer a task that is intellectual, difficult,
and important to one that is somewhat important
but does not require much thought.

• I feel relief rather than satisfaction after completing
a task that requires a lot of mental effort.

• It’s enough for me that something gets the job done;
I don’t care how or why it works.

• I usually end up deliberating about issues even when
they do not affect me personally.

4. Resistance to Change (RTC) scale [45] (RS = Routine
Seeking, ER = Emotional Reaction, SF = Short-term
Focus, CR = Cognitive Rigidity) [Scoring: 1 (Strongly
Disagree) and 6 (Strongly Agree)]

• I generally consider changes to be a negative thing.
(RS)

• I’ll take a routine day over a day full of unexpected
events any time. (RS)

• I like to do the same old things rather than try new
and different ones. (RS)

• Whenever my life forms a stable routine, I look for
ways to change it. (RS)

• I’d rather be bored than surprised. (RS)

• If I were to be informed that there’s going to be
a significant change regarding the way things are
done at work, I would probably feel stressed. (ER)

• When I am informed of a change of plans, I tense
up a bit. (ER)

• When things don’t go according to plans, it stresses
me out. (ER)

• If one of my bosses changed the performance eval-
uation criteria, it would probably make me feel
uncomfortable even if I thought I’d do just as well
without having to do any extra work. (ER)

• Changing plans seems like a real hassle to me. (SF)

• Often, I feel a bit uncomfortable even about changes
that may potentially improve my life. (SF)

• When someone pressures me to change something,
I tend to resist it even if I think the change may
ultimately benefit me. (SF)

• I sometimes find myself avoiding changes that I
know will be good for me. (SF)

• I often change my mind. (CR)

• I don’t change my mind easily. (CR)

• Once I’ve come to a conclusion, I’m not likely to
change my mind. (CR)

• My views are very consistent over time. (CR)
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5. Security Behavior Intentions (SeBIS) scale [16] (DU =
Device Updating, DS = Device Securement, PG = Pass-
word Generation, PA = Proactive Awareness) [Scoring:
1 (Never) and 5 (Always)]

• I set my computer screen to automatically lock if I
don’t use it for a prolonged period of time. (DS)

• I use a password/passcode to unlock my laptop or
tablet. (DS)

• I manually lock my computer screen when I step
away from it. (DS)

• I use a PIN or passcode to unlock my mobile phone.
(DS)

• I do not change my passwords, unless I have to.
(PG)

• I use different passwords for different accounts that
I have. (PG)

• When I create a new online account, I try to use
a password that goes beyond the site’s minimum
requirements. (PG)

• I do not include special characters in my password
if it’s not required. (PG)

• When someone sends me a link, I open it without
first verifying where it goes. (PA)

• I know what website I’m visiting based on its look
and feel, rather than by looking at the URL bar.
(PA)

• I submit information to websites without first verify-
ing that it will be sent securely (e.g., SSL,“https://”,
a lock icon). (PA)

• When browsing websites, I mouseover links to see
where they go, before clicking them. (PA)

• If I discover a security problem, I continue what I
was doing because I assume someone else will fix it.
(PA)

• When I’m prompted about a software update, I
install it right away. (DU)

• I try to make sure that the programs I use are
up-to-date. (DU)

• I verify that my anti-virus software has been regu-
larly updating itself. (DU)

B. PART TWO: ANDROID APPLICATION
UPDATE SETTINGS AND AUTO-UPDATING
PREFERENCES
1. Please report the following update settings for your An-
droid device by following the instructions in the images
below.

1.

2.
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3.

4.

5.

Please report the text in image (5) for your device:

1. Do not auto-update apps.

2. Auto-update apps at any time. Data charges may apply.

3. Auto-update apps over Wi-Fi only.

4. I don’t know

2. The Google Play Store allows certain apps to be updated
manually. For example, the following images describe how by
deselecting the Auto-update checkbox, the Google Chrome
app will no longer be auto-updated. [Only shown if the
answer to the previous questions is (b) or (c)]
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Do you manually update certain apps in the manner shown
above?

1. I do not manually update any of my apps in this manner

2. I manually update some of my apps in this manner

3. I manually update most of my apps in this manner

4. I don’t know

3. The following is a list of the most downloaded Android
apps from the Google Play Store. From this list, please select
ALL the ones you have installed on your Android phone.
List taken from [46].

For a maximum of 10 randomly selected applications from
the previous question:

1. Assuming no data charges apply, how comfortable are
you setting security updates to automatically download
and install for the following apps? [0 - 100]

2. Assuming no data charges apply, how comfortable are
you setting NON security updates to automatically
download and install for the following apps? [0 - 100]

3. How frequently do you use the following apps? [Several
times a day (5) - Less often (1)]

4. How trustworthy do you feel are the following apps?
[Not at all trustworthy (1) - Extremely trustworthy (5)]

5. How satisfied are you with using the following apps?
[Not at all satisfied (1) - Extremely satisfied (5)]

6. How important are the following apps to you? [Not at
all important (1) - Extremely important (5)]

C. PART THREE: PAST UPDATE EXPERI-
ENCES

1. Have you ever regretted or had a negative experience
updating any software across your devices?

(a) Yes

(b) No

(c) I don’t remember

2. The following are some reasons why people regret in-
stalling updates. Please check all the reasons that have
caused you to regret updating your software. [Only
shown if the answer to the previous questions is “Yes”]

(a) The update introduced new bugs in the software.

(b) The update changed the user interface.

(c) The update used up a lot of data.

(d) The update took more time to install than I ex-
pected it to take.

(e) The old version of the software worked better than
the updated one.

(f) Other - Write In

D. DEMOGRAPHICS
1. What is your age? [Write In]

2. What is your annual household income?

(a) Less than $25,000

(b) $25,000 to $34,999

(c) $35,000 to $49,999

(d) $50,000 to $74,999

(e) $75,000 to $99,999

(f) $100,000 to $124,999

(g) $125,000 to $149,999

(h) $150,000 or more

(i) Prefer not to answer

3. What is the highest education level you have completed?

(a) No High School

(b) High School Graduate

(c) Some College

(d) Bachelor’s Degree

(e) Associate’s Degree

(f) Master’s Degree

(g) Doctoral Degree

(h) Professional Degree (e.g., MBA, J.D.)

(i) Prefer not to answer

4. What gender do you most closely identify with?

(a) Male

(b) Female

(c) Other

(d) Prefer not to answer
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ABSTRACT
A great deal of research on the management of user data on
smartphones via permission systems has revealed significant
levels of user discomfort, lack of understanding, and lack
of attention. The majority of these studies were conducted
on Android devices before runtime permission dialogs were
widely deployed. In this paper we explore how users make
decisions with runtime dialogs on smartphones with Android
6.0 or higher. We employ an experience sampling method-
ology in order to ask users the reasons influencing their de-
cisions immediately after they decide. We conducted a lon-
gitudinal survey with 157 participants over a 6 week period.

We explore the grant and denial rates of permissions, overall
and on a per permission type basis. Overall, our participants
accepted 84% of the permission requests. We observe dif-
ferences in the denial rates across permissions types; these
vary from 23% (for microphone) to 10% (calendar). We find
that one of the main reasons for granting or denying a per-
mission request depends on users’ expectation on whether
or not an app should need a permission. A common rea-
son for denying permissions is because users know they can
change them later. Among the permissions granted, our
participants said they were comfortable with 90% of those
decisions - indicating that for 10% of grant decisions users
may be consenting reluctantly. Interestingly, we found that
women deny permissions twice as often as men.

1. INTRODUCTION
Mobile users have an immense choice when searching for an
app to install on their devices. Two of the most popular mo-
bile platforms, Google’s Android and Apple’s iOS, each have
more than a million different third-party apps that users can
choose from [45], not to mention the additional third-party
marketplaces. Users make a number of decisions during the
lifecycle of an app on their smartphones, including deciding
to install an app, making choices about whether or not to
give an app access to personal data, and potentially unin-
stalling the app. There are many factors that could com-
mingle to bring users to a decision. Part of the thinking

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
Symposium on Usable Privacy and Security (SOUPS) 2017, July 12–14,
2017, Santa Clara, California.

around these decisions may involve reasons related to pri-
vacy, such as sensitivity to sharing particular types of data,
trust in the developer, understanding the value added when
personal data is shared, and many more [18, 19, 20, 29]. In
order for an app to access personal data, both Android and
iOS adopt a runtime permission model, which allows users
to decide whether to grant a given permission request at
the time when it is first needed within the app. In this pa-
per we explore users’ rationales for decision making during
these three parts of an app’s lifecycle, but with a focus on
how users decide about permissions. Importantly, we study
users’ rationales at the moment they make their decision.

A large body of work has focused on understanding users’
attitudes, comfort and their comprehension about permis-
sions [2, 4, 15, 24]. However, almost all prior studies were
conducted by using the permission model in which users had
to accept or deny all the permissions requested by an app
at installation time, without the possibility to grant per-
missions individually (for versions of Android before 6.0).
A series of notable findings by Felt et al. [15] and Kelley
et al. [24] showed that few users pay attention to install-
time permission dialogs and even fewer understand them.
Furthermore, results from other studies [2, 4, 15] indicated
that users are often unaware of many permissions they have
already granted to their apps. Subsequently, researchers
started to advocate for a more contextualized permission
model that would allow users to control permissions on a
more granular level [13, 34, 48].

Android adopted the runtime permission model starting in
version 6.0. There are at least two reasons why runtime
dialogs have the potential to improve decision making by
providing context. The first is that they often (but not
always) clarify to the user why a permission is needed by
linking it to the functionality that is triggered, because per-
missions are requested at the moment the data access is
needed. The second is that developers can enrich the infor-
mation shown in the permission request by providing their
rationale1, which can be considered as additional contextual
information. While some developers take advantage of this,
many still do not.

Given that most prior results were obtained for the old per-
mission model, it is unclear to what extent they are still
applicable to the current runtime model. In this work, we
conduct the first study, to the best of our knowledge, that

1https://developer.android.com/training/
permissions/requesting.html#perm-request
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examines the reasons why Android users install or remove
an app at the time this happens, and the motivation behind
granting or denying a permission right after users make their
choice. We are also able to examine users’ reasons for each
permission group, thus exploring if their reasoning differs
when deciding on location, microphone, contacts, and other
types of personal data. We capture users’ comfort level with
their choice both at runtime as well as after the study, which
allows us to compare their comfort levels with their deci-
sions both in-context as well as after the fact. Finally, we
explore whether other factors, such as demographics, may
influence user decision making. Although there exist prior
works that studied users’ permission choices with the run-
time model [29, 30, 31, 49], their goals were not focused on
users’ rationales.

In order to answer these questions, we employed an open-
source Android app called “Paco” [11] (Personal Analytics
Companion), which is a platform for ESM (Experience Sam-
pling Method) studies. We extended Paco to be able to
query users about the reasons behind the decisions they
make on their Android device related to app installs, per-
mission decisions, and uninstalling apps, and made these ex-
tensions available to the broader research community. Paco
allows us to capture the rationale behind users’ actions in-
the-moment, when it is fresh in their minds, therefore pre-
serving as much of the actual context as possible. The 157
participants in our study installed Paco on their personal
phones and used it for a 6-week period without any inter-
action with us. We collected over a thousand permission
decisions and the associated reasons. Our study is the first,
to the best of our knowledge, to collect such data in the wild.

Our main findings include the following. Many of our partic-
ipants, when deciding about permissions, are indeed think-
ing about whether or not the permission is needed for the
app or for a specific functionality, and whether the app
“should” need it. This suggests that the context provided
via runtime permissions appears to be helping users make
decisions. Our participants accepted 84% of all permission
requests, and among those they indicated they were comfort-
able (right after deciding) with their choice 90% of the time.
The remaining 10% of grant decisions have a low comfort
score, which suggests that a form of reluctance can occur
when granting permissions. When we asked participants at
the end of the six week period about some of their decisions,
participants were not at all comfortable with 29% of them.
We also noticed that the permission denial rates vary across
different permissions. For example, microphone permission
requests were denied almost twice as often as storage per-
mission requests.

We identify decision rationales for 4 events types (app in-
stallation/removal, permission grant/denial) from Android
users and rank them according to participant feedback. One
of the most common reasons for denying permissions was
that users know they can change it later. We further break
down the reasons for denials per permission type and find
that the dominant rationale for each permission type can
differ – sometimes significantly – across permission types.

The remainder of the paper is organized as follows. We
discuss related work in Section 2, introduce our methodology
in Section 3, and we detail the implementation changes to
the Paco app in Section 4. Section 5 presents the results

about users’ rationales for app installs and removals, and
Section 6 discusses the findings about permission grant and
deny decisions. We summarize and discuss our findings in
Section 7.

2. RELATED WORK
Existing research has explored the space of Android permis-
sions and privacy from two perspectives, that of users and
developers.

From the user perspective, research has shown that few peo-
ple actually read application permission requests and even
fewer comprehend them [15, 24]. In fact, users were often
surprised by the abilities of background applications to col-
lect data [23, 44], and they were concerned when presented
with possible risks associated with permissions [14].

To enhance the user experience, some have suggested pro-
viding users with more privacy information and personal
examples to improve comprehension [18, 25]. Researchers
have designed systems to identify privacy violations and to
reduce them by recommending applications based on users’
security concerns [1, 10, 16, 22, 26, 50, 51, 52]. Resource
requests have been categorized into benign and dangerous
requests, so that only the dangerous ones require user ap-
proval, thereby reducing the number of privacy/security de-
cisions a user needs to take [13]. Some studies employed
crowdsourcing to learn user expectations and to create pri-
vacy models [28], and others explored creating personalized
assistants [30].

The research focused on developer behavior has shown that
many developers are not deeply knowledgeable about per-
missions and often misuse them [42]. Intentionally or un-
intentionally, they are often making mistakes [39, 40] and
are not following the principle of least privilege [47]. To
identify this overuse behavior, tools have been developed
that employ natural language processing of application de-
scriptions [36], and static and dynamic analysis of Android
apps [3, 6, 12, 41]. Further research efforts [10, 17, 37] that
design methods to generally identify malicious applications
have leveraged permission overuse assessments.

To improve the situation, researchers have suggested reor-
ganizing the permission model with better definitions and
hierarchical breakdowns [5], or adding fine-grained access
control for better policing [9]. A recent study by Micinski et
al. suggests there should be a difference between permission
accesses that happen in the background and those that hap-
pen interactively (where the access directly corresponds to
a user interaction, such as when the user imports their con-
tacts). While the former should be granted explicitly (and
regularly notified to the user), the latter should be avoided
to prevent user fatigue [33]. Tools have been developed that
dynamically block runtime permission requests [38], or that
give users the ability to deny data to applications or to sub-
stitute user data with fake data [22].

We focus on three existing pieces of research that are clos-
est to our work. In their 2013 work on Android install-
time dialogs, Kelley et al. [25] examined the extent to which
the design and type of information displayed in the dialogs
helps users to choose which apps to install. Both our study
and theirs ask participants about factors (such as developer,
popularity, reviews, etc.) that influence their choice of which
app to install. Interestingly, we find different results in terms
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of the ranking of factors (as shown later in Section 5.2). We
believe this may come from the different methods of test-
ing, as well as the pre-Marshmallow2 (theirs) versus post-
Marshmallow (ours) permission model. A key difference be-
tween their study and ours is that they asked users to choose
between pairs of apps for a friend (hypothetical scenario),
whereas in our study users choose their own apps, in the
wild, on their own devices.

Wijesekera et al. explored permissions in Android in two dif-
ferent studies [48, 49]. These studies explored how a contex-
tualized permission model, based on the principle of Contex-
tual Integrity [34] and work by Felt et al. [13], could improve
dynamic permission granting. Both these studies rely on a
custom version of Android 5.1.1 (pre-Marshmallow) as the
study instrument, that logs every sensitive API access that
requires a permission. Their first study [48] in 2015 mea-
sures how often and under what circumstances smartphone
applications access protected resources regulated by permis-
sions. They collected data on phones of 36 people about
permission accesses when they happened. At the end of the
week, they interviewed people, showed them screenshots of
when data had been collected, and asked them if they would
have liked to have prevented it (if they had been given the
choice). They found that participants wanted to block 1/3
of permission accesses, citing privacy concerns over the data
and lack of context about why the app needed the permis-
sion to perform its task.

In [49] the authors design a classifier to predict users per-
mission decisions. The prediction takes into account context
and generates predictions not only on-first-use, but also on
subsequent uses when the context may be different. They
postulate that users may not always elect to make the same
decision about a permission each time it is used. They also
make predictions as to when a user might change their mind,
so that they do not ask on each use, but only on key ones
where a user’s decision may change (e.g. because of a dif-
ferent context). They used their predictor in a user study
with 131 people and showed that they can do a far more ac-
curate job of capturing user preferences this way than with
the ask-on-first-use model. (“Ask-on-first-use” corresponds
to runtime dialogs in versions of Android 6.0 or higher.) This
work is very different from ours in that we do not build pre-
dictive models, and we are focused on understanding user ra-
tionales for decision making in the “ask-on-first-use” model.
Our study also differs from all of these previous works in that
we capture data“in the wild”, meaning our participants used
their own phones, their own choice of apps and interacted
with their apps whenever they normally would.

3. METHODOLOGY
To capture users’ reasoning when making privacy impact-
ing decisions at the moment these are occurring, we use
the Experience Sampling Method (ESM) [21, 27]. This
method consists of asking individuals to provide systematic
self-reports about their experience at random occasions dur-
ing the day without the individual expecting it, often aiming
to capture candid, in-the-moment experiences. Our method-
ology consists of surveying users at the time they are making
privacy impacting decisions, by surfacing a survey when the
participants install or remove an app, or when they change
an app’s permissions. We use the Android app Paco [11],

2“Marshmallow” refers to Android version 6.0

which is part of an existing platform for ESM studies, and
which can be downloaded from the Google Play store, as our
study instrument.

In addition to the in-situ questionnaires, we ask participants
to fill out an exit survey. This exit survey was used to gauge
participants’ privacy behaviors and technology savviness,
and their awareness about permissions granted to apps on
their devices. It also assesses how comfortable participants
are with the permission decisions they made in the past.

Similarly to Wijesekera et al. [48], we avoid priming partic-
ipants beforehand by publicizing the experiment as a study
on app interactions, in order to limit response bias. No men-
tion of privacy is made at any point during the study, except
in the exit survey.

3.1 Designing the Surveys
We now describe the process we followed to design our in-
situ and exit surveys (provided in full in Appendix A).

3.1.1 In-Situ Surveys
The in-situ surveys are surfaced when one of the following
four events occurs: the participant installs an app, removes
an app, grants a permission to an app, or denies a permis-
sion to an app. In each of these cases, the participant is
asked a question about his/her rationale for performing the
action. In two cases, the participant receives a second ques-
tion. After permission grant events, our second question
aims to assess the participant’s reluctance when allowing
the permission, by asking to what extent they agree with
the statement “I don’t mind giving <app> access to my
<permission>”. App installation events also cause a second
question to surface (after asking about rationales) that asks
about the factors - such as app rating or popularity - that
influenced their decision to install the app.

To capture the participant’s decision rationales, we designed
multiple-choice questions with the option to select multiple
reasons, and with an additional “Other” choice allowing a
free-form response. To ensure we have an exhaustive list
of possible reasons, we first performed a short pre-study
through the Google Surveys platform (GS), formerly known
as Google Consumer Surveys (GCS). For each of the in-
situ questions, we ask a random sample of 1000 participants
about their reasons for performing a recent action. For in-
stance, we asked “The last time you <did X>, what were
your reasons for <doing X>?”. We coded the different re-
sponses as follows. Initially two coders each coded half the
responses and then cross-checked their responses. With over
90% overlap, they then independently completed the rest.
The third coder independently coded responses using labels
from the first two. Complete agreement was reached by all
coders. Finally, we grouped answers with similar labels, and
extracted the most representative answer from each of the
top-10 largest groups.

Figure 1a shows how a participant is alerted that there is
a question to answer, and Figure 1b shows a sample ques-
tion for a permission grant request. In order to remove posi-
tional bias in the answers, we randomized the order in which
the answer options were shown - with the exception of the
“Other” option, which is always placed last. In order to re-
duce participants’ response fatigue, we limit the number of
questions that are surfaced to at most 3 permission events,
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(a) Notification informing
that a survey is available.

(b) Survey question soliciting
the reasons for granting the
Storage permission to an app.

Figure 1: Example of an in-situ survey in the Paco app.

2 app install events, and 1 app removal event per day, with
a maximum total of 5 events per day.

3.1.2 Exit survey
In the exit survey, we question participants about their pri-
vacy behaviors, by asking about which privacy-enhancing
practices they have employed in the past (compiled based
on a Pew research survey [32]). Additionally, we ask par-
ticipants to rate themselves on a 5-point scale from early
to late adopters of new technology. Apart from these gen-
eral questions, the exit survey also contains a personalized
component. In this part, we ask participants about how
comfortable they are with certain apps on their devices hav-
ing access to a specific permission. These <app, permis-
sion> pairs are generated for each participant individually,
by inspecting what permissions have already been granted
for apps on their devices. These apps are not limited to the
ones for which a permission is granted or denied during our
study; they also include apps that were installed prior to
enrolling in our study.

The personalized questions are worded as hypothetical sce-
narios, asking for example “How comfortable would you be
with the <app name> knowing who is calling you”. More-
over, the questions do not directly ask about the permis-
sions, but rather about specific data access that this per-
mission entails. For example, instead of asking about how
comfortable the participant is with an app having storage
access, we ask how comfortable they would be with the app
being able to access pictures on their device. When answer-
ing such a question, participants are not informed that we
selected a <app, permission> pair that exists on their de-
vices. For each of the four permissions – Location, Contacts,
Phone and Storage – we select a random app for which the
permission was enabled (if available), and generate the cor-
responding question.

3.2 Recruitment and Incentives
Participants were recruited via our company’s external U.S.-

wide participant database and were sent a screening survey
via email. We screened for participants using a device run-
ning Android version 6.0 or later, with their device locale
set to “English - United States”. (The latter requirement is
needed because of the way we implemented our changes to
Paco, see Section 4.2.) Participant diversity is controlled
for gender, age, education and employment. Participant
demographics are available in Table 1. After the recruit-
ment phase, participants were informed that they would be
required to install the Paco app. They were made aware
about the fact that this app monitors their device usage to
show survey questions, and were shown a list of all the data
collected by Paco. Participants were told that for each of
the 6 weeks they participate in our study, they would earn
$10 and that submitting the exit survey would earn them
an additional $20.

We recruited a total of 193 participants. Of these 193, 34
never finished the setup process and 2 voluntarily dropped
out, so they are not included. The other 157 participated
for the entire 6 weeks. Thirteen out of the 157 participants
did not answer the exit survey, and have been excluded from
parts of our analysis relying on exit survey data.

Table 1: Participant demographics

Gender Participants Age Participants

Male 79 18 - 23 29
Female 78 24 - 30 44

31 - 40 35
41 - 50 23
51 or over 26

Education Participants

Up to High school 15
Some college (1-4 years, no degree) 40
Associate’s degree 28
Professional school degree 5
Bachelor’s degree 51
Graduate Degree 18

Employment Participants
Arts & Entertainment 8
Business & Finance 6
Education 8
Engineering 12
Health Care 12
Human Resources 2
Information Technology 14
Management 19
Miscellaneous 15
Religion 3
Retail & Sales 17
Retired 5
Self-Employed 6
Student 18
Undisclosed 5
Unemployed 7

3.3 Ethical Considerations
In compliance with ethical training guidelines in our com-
pany, we ensured that participants’ anonymity and privacy
were respected. We thus carried out the following. First, all
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researchers have been trained in ethical user research prior
to this study. Second, there was an informed consent process
where the participants were informed of all the types of data
being collected before they start the experiment. Third, we
deleted all the participants’ personally identifiable informa-
tion after the data collection period and thus did not use any
of it in our analysis. Fourth, respondents had the option to
exit the study at any point in time. Fifth, only the data
from participants who completed the entire 6 week study is
used in our analysis (data from the 2 who stopped partici-
pating is discarded). Lastly, as will be explained in Section
4, we implemented end-to-end encryption on top of Paco to
make sure that all gathered data would be available only to
the participants and the experiment organizers (and not, for
example, to operators of the Paco service or other parties).

3.4 Limitations
Our analysis is based on participant self-report data, which
is subject to biases such as social desirability and recall. Par-
ticipation in our study requires installing our study instru-
ment (Paco) and enabling accessibility and app usage per-
missions (see Section 4.2), hence our results could be skewed
towards participants willing to do so; those unwilling to do
so may have characteristics we did not discover. We try to
limit such an effect by recruiting a diverse participant pool
(controlled for gender, age, education, and employment) and
by explaining upfront about all the types of data collected.
Only 2 participants, out of 193, voluntarily dropped out of
the experiment expressing concerns around the accessibility
permission usage, so the effect is indeed limited. In order to
limit the leading effect of our in-situ questionnaire towards
participants’ future actions on permission decisions or app
installs, we imposed upper thresholds for the number of such
questionnaires, which averaged at only 30 surveyed events
per user over a 6-week period.

4. TECHNICAL IMPLEMENTATION
Our main survey instrument, the Paco app [11], acts as a be-
havioral research platform, which allows researchers to sur-
vey participants either at predefined intervals or whenever a
specific action (such as an app install or permission-related
decision) occurs. The advantage of using such an app is that
we do not require participants to possess a rooted Android
device.

Since Paco did not provide triggers for app installation or
permission change events at the time of our study, we ex-
tended its code to provide such functionality. Moreover,
to ensure that the participants’ data is protected while in
transit between the device and our servers, we also added
end-to-end encryption to Paco. All code changes to Paco
were submitted and accepted to the main project, and are
now available to other researchers and the general public
(Paco GitHub at https://github.com/google/paco/).

In addition to extending the Paco platform itself, we also
modify the way in which surveys are shown to the partici-
pants by making use of Paco’s scripting functionality. We
discuss these implementations below.

4.1 App Installation and Removal Triggers
To identify the moments when a participant installed a new
app, or when they removed an app from their phone, we lis-
ten for ACTION_PACKAGE_ADDED and ACTION_PACKAGE_REMOVED

intents broadcast by the Android system’s package installer,
while making sure that these events are not part of a package
update (by checking whether the EXTRA_REPLACING parame-
ter is set). For both events, we store both the package name
of the app and the user-friendly app name (henceforth re-
ferred to as app name). The package name is a text string
unique to each application on the Google Play store, and
is useful for our analysis, whereas the app names are more
identifiable and are used in generating survey questions (see
Section 4.3). An example package name is
com.rovio.angrybirds and its app name is Angry Birds.

In case of an app installation event, the app name is avail-
able by querying the Android’s package manager using the
package name of the app. Since information about removed
packages is no longer available in the package manager after
an app is removed, we also manage a separate cache of pack-
age names and their corresponding app names. This allows
us to access app names even after an app has been removed.

4.2 Permission Change Triggers
For permission change events, no intent is broadcast by
the Android system, requiring us to monitor these permis-
sion changes ourselves. One obvious way to perform this
would consist in periodically checking which permissions are
granted to each of the apps installed on the user’s phone, and
looking for any changes in this information. This could be
done by polling the Android package manager’s getInstalled-
Packages() method and passing the GET_PERMISSIONS flag.
However, a problem with this approach is that we would
only detect permission changes, missing the case where the
user has made a decision to remain in the same state as be-
fore. For instance, a user could deny a permission when it
hasn’t been granted before (permissions are set to deny by
default when installing an app).

Because of the previous limitation, the permission change
trigger is implemented as an accessibility service, which is
used in Android to provide services (such as screen readers or
special input devices) to people with disabilities. Because an
accessibility service is able to inspect all text and user inter-
face (UI) dialogs that are presented to the user, implement-
ing such a service allows to analyze the text that is currently
on the screen. We implement our own accessibility service to
listen for events that correspond to the UI elements used for
changing permissions. We then extract the text from these
dialogs to determine the type of the permission and the app.
We limit the accessibility service to only capture events from
the com.google.android.packageinstaller and
com.android.settings packages (which covers both the run-
time permissions dialogs and the permission screen in the
Android settings menu). This makes sure that our service
does not needlessly slow down the system, and that it re-
spects the participant’s privacy by not collecting data be-
yond what is needed.

To identify the app for which a permission change event oc-
curred, we query Android’s usage statistics manager (this
requires the app usage permission), determining the last ac-
tive app that could have triggered a permission dialog to
be shown. Because background services in Android are not
allowed to request a permission, a permission dialog must al-
ways belong to the last active foreground app (if the package
installer itself is excluded).
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(a) The “Maps” app request-
ing the Location permission at
runtime.

(b) Permission toggles for the
“Maps” app in Android’s set-
tings.

Figure 2: Android’s different methods for modifying an
app’s permissions.

Two different cases of permission change events are consid-
ered. The most common case is the one where an app re-
quests a permission at runtime, either when it is first started
or when the user wants to use a specific feature requiring
the permission. An example of this case is depicted in Fig-
ure 2a, where the “Maps” app requests the Location permis-
sion. The second case is where the user actively changes an
app’s permission, by navigating through the Android’s set-
tings menus to either the screen containing all permissions
for an app (see Figure 2b), or to the screen containing all
apps that request a specific permission.

4.3 Generating and Surfacing Surveys
Paco allows to override the way in which surveys are gen-
erated and shown to participants, by providing experiment
organizers with the ability to write scripts that will be used
for generating both the notifications and the actual survey.
For this study, we extensively make use of this functionality
to dynamically generate questions. First, Paco’s scripting
functionality is used to comply with the study requirements
for the in-situ questions outlined in Section 3.1.1. This in-
cludes overriding how often (and for which events) the user
is notified, and randomizing the order of all survey responses
except the “Other” option.

Furthermore, instead of relying on a predefined set of static
questions, we generate them dynamically in order to provide
more context to the participant (since the generated survey
questions could be answered after a short time gap). For
example, instead of asking “Why did you choose to allow
the permission just now?”, the participant is asked “Why
did you choose to allow Maps access to your Location?”.

Finally, the exit survey is also offered through Paco. This
survey, too, depends heavily on dynamically generated ques-
tions. As discussed in Section 3.1, users are asked about
how comfortable they are with their apps having access to
data associated with a specific permission. These questions

Table 2: Type and frequency of the different events consid-
ered by our study, and the number of events for which a
participant was surveyed. See Section 3.1.1 for an explana-
tion on survey limits.

Event Type Occurrences Surveyed

App Installs 3118 1913
App Removals 1944 775
Permission Grants 2239 1605
Permission Denials 437 272
Total 7738 4565

are generated for different <app, permission> pairs, where
the permissions have already been granted for the app by
the participant. For this purpose, the Paco app is extended
with the functionality to pass on a list of all apps and their
associated permissions to the script that is generating the
surveys. This script selects one app for each of the four cho-
sen permissions and generates the questions accordingly.

5. APP DECISIONS
5.1 Data Summary
We track four events in our study: app installs, app re-
movals, permission grants, and permission denials. The to-
tal number of events that we recorded in our study are shown
in Table 2. As mentioned in Section 3.1.1, we enforce limits
on the number of events we survey each day. As a result, not
all recorded events are surveyed. Our 157 participants trig-
gered 3118 app install events (of which 1913 are surveyed),
and 1944 app removals (of which 775 are surveyed). The
apps could have come from either the Google Play store or
from other sources. On average each participant installed
20 apps and removed 12 apps during the 6 week period. We
note that a participant can install and remove the same app
multiple times, and each of these actions would be recorded
as a separate event. An app removal event could have oc-
curred for an app that was installed prior to our study, and
thus does not necessarily correspond to one of the app install
events we observed.

We clarify that the Paco tool recorded all events (not only
those surveyed) for all of the 4 event types that occurred
on participants’ phones during the 6 week period. Based on
the complete set of user permission decisions, we observed
an overall grant rate of 84% and a denial rate of 16%. Due
to our self imposed limits on the number of surveys shown
per day, we ended up asking survey questions for 72% of the
grant events and 62% of the denial events. For the surveyed
responses, we find the grant rate to be 86% (with corre-
sponding denial rate of 14%). Thus the grant and denial
rates of our surveyed (i.e., sampled) events is very close to
the rates for the total occurrences. Out of the 157 partic-
ipants, 144 answered the exit surveys. In the rest of the
paper, we present results for the surveyed events to ensure
consistency with results about participant responses.

In Figure 3, we show the activity level of our participants
with our surveys. Most answered at least 10 surveys, and
some have answered many more.

5.2 App Installs
After installing an app, our participants were asked to se-
lect which factors (all that apply) influenced their decision
to install the app. These results are shown in Figure 4.
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Figure 3: Event distribution across Participants
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Figure 4: Factors impacting app installation (multiple re-
sponses per installation event are possible)

As expected, we observe that price is the dominant factor.
What is somewhat surprising is that the company creat-
ing the app (i.e. the developer) is the second highest fac-
tor, even more important than an app’s popularity. Among
these six factors, permissions occur the least frequent, and
only directly affect 5% of app installation decisions. This is
not surprising, because with the runtime permissions model
participants do not see the permission requests during the
installation flow3, and thus users are unlikely to think about
permissions at that moment. However, these install events
– when participants selected permissions as a factor – came
from 33% of our participants; this indicates that permissions
influenced one third of our participants at least once during
app selection. Note that app ratings and reviews can be in-
fluenced by privacy concerns around permissions, and thus
this 5% metric should actually be treated as a lower bound
in terms of its ability to capture the relevance of permissions
for app installation.

Our observation about the influence of permissions at instal-
lation time corroborates the finding in [25], where permis-
sions ranked 8th out of 11 reasons. However, our findings

3Some older apps that do not target an Android API level
of 23 (Marshmallow) or above, and that are not yet updated
to use the new permissions model, could still show a list of
requested permissions at install time.

Table 3: Reasons participants checked for app installation
(multiple responses per installation event are possible)

App Install Reason

Number of
Occurrences
(% of install
events)

I want to try it out 954 (49.9%)
The app is useful 579 (30.3%)
The app is part of a product/service
that I use

500 (26.1%)

The app is cool or fun to use 400 (20.9%)
I trust the app or the company making
the app

310 (16.2%)

My friends/family use it 276 (14.4%)
It was the only app of its kind (no other
apps provide the same functionality)

160 (8.4%)

Other 129 (6.7%)
I was required to install it 126 (6.6%)
I was offered something in return (e.g.
credits, monetary rewards, discount)

79 (4.1%)

The app has fewer permissions than
other apps like it

34 (1.8%)

I don’t know 34 (1.8%)

about the influence of reviews and ratings differ significantly
from those in [25] (see Figure 2 therein). They found that
ratings, reviews and cost were most important (in that or-
der) and of similar importance, whereas in our study devel-
oper and popularity were factors cited more frequently than
ratings and reviews. This could be due to different study
methods. They asked 366 MTurkers to rate factors on a
5-point importance scale, whereas we asked participants to
select all that apply. Moreover, the MTurkers in [25] were
asked about their general views, whereas our participants
were asked about specific apps right after installation. This
suggests that an interesting avenue for future research would
be to understand if and why the influence of reviews and rat-
ings are evolving.

Table 3 shows the reasons why users install particular apps.
For each reason, the percentages indicate the proportion of
install events (total events counts in Table 2) it was selected
for. The reason “I want to try it out”, that may capture
curiosity, dominates the list and is selected in 50% of instal-
lations as a reason. The other popular reasons “The app
is useful” and “The app is cool or fun to use” stress that
the app’s functionality plays an important role as well. We
found that only 14% of the installs had social influences such
as family and friends. Only 34 times (2% of the surveyed
installations) did participants indicate that they compared
the number of permission requests across apps before in-
stalling. However, these 34 instances originated from 15%
of our participants. We hypothesize that permissions may
not be a key reason at moments of installation because An-
droid users are aware that in the runtime permissions model
they can make decisions about permissions later when using
the app. In Section 6.1, we see this partly confirmed since
for 40% of instances when denials occurred, participants said
they did so because they can grant these permissions later.

USENIX Association Thirteenth Symposium on Usable Privacy and Security    201



Table 4: Reasons participants checked for app removal (mul-
tiple responses per removal event are possible)

App Removal Reason

Number of
Occurrences
(% of removal
events)

I no longer use the app 307 (39.6%)
To free up space or speed up my device 216 (27.9%)
I didn’t like the app 208 (26.9%)
Other 128 (16.5%)
The app is not working as expected 120 (15.5%)
The app is crashing / very slow 48 (6.2%)
Because of advertisements in the app 42 (5.4%)
Because of in-app purchases 35 (4.5%)
The app required permissions I wasn’t
comfortable granting

32 (4.1%)

I don’t know 16 (2.1%)

5.3 App Removals
The reasons our participants remove apps are shown in Ta-
ble 4. As expected, the most common reason is that the par-
ticipant no longer uses the app. The second most common
reason, device performance, influenced 28% of app removals.
In Section 5.1 we saw that participants are uninstalling apps
at an average rate of 2/week. We were surprised by this as
we assumed that when users stop using an app, they simply
leave it ignored on their device rather than actively both-
ering to remove it. We see from these rationales that users
are often removing apps for performance reasons and this
contributes to the removal rate. We note that the “Other”
bucket is large. Upon examination of the open ended feed-
back for the 128 app removal events in the “Other” option,
we found that it mostly included additional details clarifying
one of the already selected options. Some of the remaining
responses suggested issues related to privacy or mismatched
expectations. Examples include:

• Permission abuse: “The application is abusing the per-
mission for location that I granted it. Uninstalling for
this abuse of GPS.” (P7)

• Negative publicity: “Read that the app is stealing pri-
vate information about the phone and sending it back
to China.” (P31)

• Expectation mismatch: “It didn’t have the information
I was expecting it to have according to the description
box.”(P64)

Not all negative press cycles result in uninstalling apps, but
for the participant above (second quote) it did. The reason
“App required permissions I wasn’t comfortable granting” is
among the least influential here, however that option was
triggered by 15% of our participants for 32 removal events.
Note that if this 15% is extrapolated to the Android user
base, that includes over 2 billion active devices, then the
order of magnitude for devices uninstalling apps due to per-
missions would be in the 10s of millions.

In April 2016, the Google Play store started to require all
developers to prominently disclose if their app included ads

Table 5: Reasons participants checked for denying a per-
mission to an app (multiple responses per deny event are
possible)

Permission Deny Reason

Number of
Occurrences
(% of deny
events)

I think the app shouldn’t need this per-
mission

111 (40.8%)

I expect the app will still work without
this permission

110 (40.4%)

I can always grant it afterwards if I
change my mind

110 (40.4%)

I do not use the specific feature associ-
ated with the permission

95 (34.9%)

I consider the permission to be very
sensitive

57 (21%)

I don’t trust the developer enough to
provide this information

42 (15.4%)

I wanted the permission screen to go
away

36 (13.2%)

Other 28 (10.3%)
I think something bad might happen if
I provide this permission

15 (5.5%)

I didn’t know I did that 7 (2.6%)
I don’t know 6 (2.2%)

and in-app purchases. Among our participants, we see that
only 10% of all uninstall events were influenced by ads or in-
app purchases. This low fraction may be due to this extra
transparency that helps manage people’s expectations.

6. PERMISSION DECISIONS
In this section, we discuss the reasons participants provided
when accepting or denying app permission requests. Our
participants granted 86% of the surveyed permission requests,
indicating that they were 6 times more likely to grant a
permission request rather than deny it, on average. It is
noteworthy that the 14% of permission requests that were
denied came from 49% of our participants. This indicates
that nearly half of our participants denied a permission at
least once in a 6 week period. We also observed that 95% of
all decisions were made via the runtime dialogs as opposed
to from inside the Android settings menu. The permission
grant ratio for decisions made at runtime is 86%, whereas it
is only 71% for decisions made via the settings menu, imply-
ing that users are more likely to deny a permission through
the settings than when deciding at runtime. One plausible
explanation is that users, especially those concerned with
privacy, may seek to turn off access to personal data when
they are not using an app.

6.1 Permission denials
Table 5 shows the reasons participants had for denying per-
missions. Participants could pick as many reasons as they
wanted for each decision, and overall the average number of
reasons per denial decision was 2.3. The top two reasons
imply that the majority of decisions are being made by fo-
cusing on the functionality of the app, and whether or not
it really needs the particular permission. This corroborates
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previous findings by Wijesekera et al. [48], who observed
that relevance to app functionality is a dominant reason for
blocking permissions, though we find different fractions of
participants who select this reason. Wijesekera et al. found
that 53% of their participants wanted to block a permission
because it seemed unnecessary for the app functionality. If
we use our top two reasons as a proxy for their “unnecessary
for app functionality” reason, our data reveals that 34% of
our participants fall into this category. A potential explana-
tion for why our study observes fewer participants denying
permissions because they felt it was unnecessary is as fol-
lows. In [48] the participants were shown (at the end of the
study) a handful of permission accesses that had occurred
during the prior week and asked if they would have liked to
deny them and why. This captures their attitude. In our
study, we capture participants actions (i.e., behaviors) and
their associated rationale. In essence this gap reflects a type
of difference between privacy attitudes and behaviors and
thus it is not surprising that the privacy behavior occurs
less often than the stated attitude.

It is interesting to note that the reason“I can always grant it
afterwards if I change my mind” is very prevalent among our
participants (essentially tied for second place), indicating
that users are aware about the fact that permissions for
an app can be changed at any time (via Android’s settings
menu). Providing this answer for a permission denial could
indicate that the user is denying the permission initially to
see if the app still works, and undoing this decision later
if necessary. This may indicate that the participant would
prefer to use the app in a more private way and tests that
possibility.

There were 57 instances where our participants denied a
permission because they explicitly considered it to be very
sensitive. It is striking to see that this was a more signifi-
cant reason than not trusting the developer. Among these
57 instances, only 22 also picked “don’t trust the developer”
option. This implies that the remaining 35 instances (com-
ing from 18 participants) correspond to scenarios were the
participants do not distrust the developer but nevertheless
consider the permissions sensitive and do not want to share
the data. This suggests that although trust is necessary, it
may not be sufficient to convince users to share data. This is
of course a complex issue that requires further study because
it is hard to know exactly how participants interpreted the
“trust” option in our surveys.

We now examine decision making with respect to permis-
sion types. In Figure 5a, we see that the largest number
of permission decisions occur for Storage and Location per-
missions. For each permission type, Figure 5b shows the
fraction of requests that were denied. As is clear from this
plot, the Microphone permission has the highest percentage
of denials, followed by the Phone and Contacts permissions.
It is interesting that Camera access did not exhibit a similar
denial rate as Microphone; we posit that this might occur be-
cause the Camera permission sometimes only entails taking
still photos (without audio and video). Although Location
is perhaps the permission that users are most aware of, it
does not appear among the top three most denied permis-
sions. One possible reason is that users might have expe-
rienced some sort of habituation effect [7] for the Location
permission, where a repeated exposure to such a permission
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(b) Percentage of permission requests denied per permission.

Figure 5: Participant Permission Decisions

request could have reduced their level of sensitivity or con-
cern when granting such a permission, similarly to what has
been reported in another study on pop-up dialogs [8].

To determine whether some decision rationales are more in-
fluential for specific permission types, we broke down our
participants’ reasons for permission denials according to the
permission type. Figure 6 illustrates this via a heatmap.
We have removed 2 permission types, SMS and Calendar,
because there were fewer than 15 denials for these permis-
sions.

Overall, we observe that the top two or three reasons for each
permission type can differ. For example, for Location and
Camera the top reason for denying is“I don’t trust the devel-
oper”. This reason has little significance for Phone and Con-
tacts, where the dominant reasons are “I can always grant
it afterwards” and “The app will still work without this per-
mission”. This shows that users make decisions about each
of the permission types according to different rationales. We
hypothesize that for Phone and Contacts, our participants
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might be trying to not share them initially at all (and only
doing so later if really needed) - thus issues of functional-
ity are top of mind. However for Location and Camera, it
is possible that the reason why the data is needed is often
more clear and thus the primary rationale is based on trust.
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Figure 7: Percentage of permission denials across apps be-
longing to different Play store categories. The numbers on
the bars indicate the total number of permission decisions
in each category.

Next, we assess whether the permission denial rates are dif-
ferent across different app categories. For each of the 624
apps that registered a permission grant or denial event in our
study, we identified its Play store category and considered
it as an indicator of the app’s functionality type. We recog-
nize that some Play store categories, such as ‘Productivity’,

are very broad and cover a wide range of app functionali-
ties. However, app category was the only readily available
functionality indicator.

Among the 624 apps, 41 did not appear in the Play store and
seem to be device manufacturer apps that come pre-installed
on the Android device or apps that have been downloaded
from other Android app stores. For the remaining 583 Play
apps, we aggregated the grants and denials across apps in
each Play category. There were just 8 categories that had
more than 20 apps, and the denial rates for these categories
are shown in Figure 7. We also overlay the number of per-
mission decisions within each category as the number on top
of each bar. Denial rates vary between 5% - 19% across these
8 app categories. Moreover, the same permission can have
different denial rates across different app categories. For ex-
ample, ‘Travel and Local’ had a 43% denial rate for the Lo-
cation permission, whereas ‘Communication’ registered only
a 11% denial rate for the same permission. This reaffirms
the influence of app functionality on users’ permission grant
or deny decisions.

6.2 Permission Grants
We now examine the reasons why users agree to grant per-
mission requests. Table 6 shows that the dominant reason
is “I want to use a specific feature that requires this per-
mission”, which suggests that users are agreeing because the
request is in line with their expectations. As suggested by
Felt et al. [13], a goal of using runtime dialogs is to improve
the permission decision making and to avoid undermining
users’ expectations; our results thus indicate progress on
that front. The second most important reason is trust in
the developer. As discussed earlier, follow up work is nec-
essary to fully understand how trust influences permission
choices. Nonetheless, this result underscores how important
it is for developers to gain a trustworthy reputation among
(potential) users.
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Table 6: Reasons participants checked for granting a per-
mission to an app (multiple responses per grant event are
possible)

Permission Grant Reason

Number of
Occurrences
(% of grant
events)

I want to use a specific feature that re-
quires this permission

1095 (68.2%)

I trust the app developer 515 (32.1%)
I think the app won’t work otherwise 382 (23.8%)
I have nothing to hide 289 (18%)
Nothing bad will happen 225 (14%)
The app developer already has this in-
formation about me

208 (13%)

I wanted the permission screen to go
away

164 (10.2%)

Because the app is popular 150 (9.3%)
Other 39 (2.4%)
I didn’t know I did that 36 (2.2%)
I won’t be able to grant this permission
later

22 (1.4%)

In a similar way as we did for the denials case, we checked
whether some reasons are more influential for specific per-
mission types, but found the distribution of reasons to be
similar across permission types.

Next we look at the question of whether or not participants
grant permissions willingly. Recall that after our partici-
pants granted a permission, we asked them to indicate if they
agree or disagree (5 pt scale) with the statement “I don’t
mind giving <app> access to my <permission>” (Q2 in Ap-
pendix A.1.3). Surprisingly, we found that 10% of the time,
participants indicated that they “Disagree” or “Strongly dis-
agree” with the statement (see Figure 8). This could oc-
cur if participants believe an app won’t work without the
requested permission and so they agree, albeit reluctantly.
This can be associated with the phenomenon of “learned
helplessness” [46], which covers scenarios when participants
convince themselves they agree with something (e.g., data
sharing) because they did not really have a choice.

To see whether this comfort level changes over time, we
asked participants in the exit survey to rate their comfort
level with permissions they had granted to apps on their
phones in the past (Q19 – Q22 in Section A.2; we included“I
don’t know the app” as an additional option). When asking
these questions, we made the permissions more specific. For
example, if the participant had granted the Storage permis-
sion, we ask whether they were comfortable with the app ac-
cessing photos on their device storage. These questions were
intended not only to revisit comfort with prior decisions, but
also to illustrate more explicitly to the participants the im-
plication of their decision. These prior decisions may have
occurred any time during our 6 week study or even earlier
as explained in Section 3.1.2.

In a surprisingly high number of situations (see Figure 9)
participants were not comfortable with their prior decisions.
In 29% of scenarios presented to the participants, they indi-
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Figure 9: Participant comfort for permissions that were
granted in the past, in response to the exit survey question
“How comfortable would you be with the <app name> app
knowing <information available through the permission>”.

cated they were“Not at all comfortable”with the data access
that was allowed to the app. If we include the cases where
users were “Slightly comfortable”, then we see that in 44% of
the cases our participants are not feeling comfortable about
their past decisions. These discomfort levels vary based on
the permission: on a scale from 1 to 5, where larger numbers
indicate a higher discomfort, the Storage permission entails
an average discomfort of 3.41, Phone has a discomfort of
3.33, Contacts has a discomfort 3.11, and Location has a
discomfort of 2.77.

Participants were not comfortable about permissions they
granted in the past and this may be occurring because they
do not always understand what a permission entails, and
only realize this after it is made explicit. Consider, for ex-
ample, the Storage permission: this permission might be
understood by a user as allowing the app to store data on
the device, only to be refuted by our question stating that
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the app now has access to pictures on the user’s device. This
explanation is supported by previous work [18, 43] that has
shown how users need to be confronted with a specific sce-
nario before being able to correctly reason about privacy
and security.

It is interesting to contrast the 29% discomfort long after
decision making, to the 10% reluctance that existed at the
moment of decision making. This 29% statistic could be said
to capture privacy attitudes; the exit survey captures what
people say or think about sharing data when they are being
questioned but not making a real life decision. However in
practice, in only 10% of grant decisions did users say that
they minded sharing the data right after granting. The gap
between these numbers approximately captures the differ-
ence in participant’s attitudes and behaviors, in the context
of Android permissions.

6.3 Other influences
We check whether the participants’ demographics are as-
sociated with their grant/denial behavior. We used Pear-
son’s Chi-squared test (with Yates’ continuity correction
when needed) to check the dependence between participants’
age and gender, and their denial behavior. We control for
age (gender) when gender (age) is being tested. Due to
small sample sizes, we did not test for independence across
education and employment demographics. We notice that
women across age groups 18-23 (χ̃2 = 10.7, df = 1, p-value
= 0.001068) and 31-40 (χ̃2 = 16.3, df = 1, p-value = 5.396e-
05) are three times as likely to deny permissions than men.
On average over all age groups, women deny twice as often
as men, with a 20% denial rate for women compared to 11%
for men (χ̃2 = 25.6, df = 1, p-value = 4.11e-07). Compar-
ing men across different age groups, we notice that men’s
denial rates differ significantly (χ̃2 = 31.2, df = 4, p-value =
2.841e-06); participants in age ranges 18-23 and 31-40 have
denial rates around 5% whereas the other age groups have
denial rates of 15% or higher, about three times higher.

Lastly, we checked associations between participant responses
to questions in the exit survey (Q1–Q18 in Section A.2) and
their permission denials. We did not find any statistically
significant correlations or dependencies.

7. DISCUSSION AND CONCLUSION
There are a couple of important takeaways herein for Play
store developers. First, we saw that in terms of app in-
stalls and uninstalls, permissions were not a dominant rea-
son compared to other reasons. However, 15% of our partic-
ipants uninstalled apps due to permissions. Extrapolating
this statistic to the set of Android devices (over 2 billion),
indicates that this could affect tens of millions of devices.
This result could motivate developers to reconsider request-
ing certain permissions at all or to make runtime requests
more contextual – for example by only asking for permission
access when the user opts to use certain functionality within
their app rather than at first run.

Second, the vast majority of rationales for decision making
around permissions are related to app functionality, whether
the app needs the permission, whether it “should” need it,
and whether the user needs the functionality entailed by
it. Thus, participants are more willing to grant permis-
sions when the reason for asking is clear. This should mo-
tivate developers to provide sufficient and clear explana-

tions for their requests. Android provides a utility method
(shouldShowRequestPermissionRationale()) to help iden-
tify situations where users might need an explanation.

In summary, we observed an overall denial rate of 16%.
These denies came from half our participants which indi-
cates that there exists one or some scenarios for many people
in which they will deny a permission. The scenarios when
participants deny permissions are very varied. This is im-
plied by the findings that i) denial rates vary from 10% to
23% according to permission type, and ii) denial rates vary
from 5% to 19% across app genres (Play store categories).
Among our participants, we also saw that women denied
permissions roughly twice as often as men.

We found that even though the overall grant rate is quite
high, at 84%, there is a portion of decisions (10%) in which
users grant permissions reluctantly. Moreover, users were
surprisingly uncomfortable (29%) when revisiting their prior
decisions at the end of our study. This indicates a gap be-
tween behaviors and stated attitudes.

Our participants’ rationale for denying a permission in 42%
of denial instances, was because they knew they could change
the permissions afterwards. We hypothesize that this might
be happening because participants want to test out whether
or not the app will work in a more privacy preserving way
(with less user data). Exploring this would be an interesting
avenue for future research.

It is interesting albeit hard to understand how users’ comfort
levels and understanding of permissions have evolved after
the introduction of runtime dialogs. In [48] (pre-runtime),
the authors state that 80% of their participants wanted to
deny at least one permission. In our study, we recorded that
49% of our participants denied permissions at least once. We
found that 16% of permission requests were denied. This is
about half the rate reported in [48], though the latter study
asked participants to allow or deny access many times a per-
mission was used, instead of only on first use as in our study.
These two studies differ in their interactions with users, and
both involve limited populations, yet these metrics hint that
users may be getting more comfortable granting permissions
using runtime dialogs. It would be interesting to explore this
hypothesis in future research that makes a more direct com-
parison.
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APPENDIX
A. SURVEY QUESTIONS
Responses to all questions are required.

A.1 In-situ questions

A.1.1 App installation scenario
The order of possible responses to the questions for the in-
situ survey is always randomized (with the exception of the
‘Other’ option, which is always placed last).

Q1: Which factors influenced your decision to install
<app>? (select all that apply)

• App rating

• App popularity

• Individual user reviews

• Requested permissions

• The company creating the app

• The app is free / price is reasonable

Q2: Why did you install <app>? (select all that
apply)

• The app has fewer permissions than other apps like it

• My friends/family use it

• I want to try it out

• I was required to install it

• The app is part of a product/service that I use

• The app is useful

• The app is cool or fun to use

• I trust the app or the company making the app

• It was the only app of its kind (no other apps provide
the same functionality)

• I was offered something in return (e.g. credits, mone-
tary rewards, discount)

• I don’t know

• Other:

A.1.2 App removal scenario
Q1: Why did you remove <app>? (select all that
apply)

• The app required permissions I wasn’t comfortable with
granting

• I no longer use the app

• To free up space or speed up my device

• Because of advertisements in the app

• Because of in-app purchases

• I didn’t like the app

• The app is crashing / very slow

• The app is not working as expected

• I don’t know

• Other:

A.1.3 Permission grant scenario
Q1: Why did you choose to allow <app> to access
your <permission>? (select all that apply)

• I want to use a specific feature that requires this per-
mission

• I think the app won’t work otherwise

• I trust the app developer

• Because the app is popular

• I won’t be able to grant this permission later

• I have nothing to hide

• I wanted the permission screen to go away

• Nothing bad will happen

• I didn’t know I did that

• I don’t know

• The app developer already has this information about
me

• Other:

Q2: To what extent do you agree with the following
statement: “I don’t mind giving <app> access to
my <permission>”?

• Strongly disagree

• Disagree

• Neither agree or disagree

• Agree

• Strongly agree

A.1.4 Permission deny scenario
Q1: Why did you deny <app> to have access to
your <permission>? (select all that apply)

• I do not use the specific feature associated with the
permission

• I think the app shouldn’t need this permission

• I expect the app will still work without this permission

• I consider the permission to be very sensitive

• I don’t trust the developer enough to provide this in-
formation

• I can always grant it afterwards if I change my mind

• I wanted the permission screen to go away

• I think something bad might happen if I provide this
permission

• I don’t know

• I didn’t know I did that

• Other:

A.2 Exit Survey
Each of the questions Q1-Q15 have the same three possible
answers:

• Yes

• No

• I don’t know what this is / means
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Q1: Have you ever blocked another person on a so-
cial network?

Q2: Have you ever deleted an online account?

Q3: Have you ever downloaded your historical data
from an account (e.g. Google Takeout)?

Q4: Have you ever changed the privacy settings for
any of your accounts?

Q5: Have you ever read part or all of an online
privacy policy?

Q6: Have you ever decided not to install an app
on your mobile device because of permissions it re-
quested?

Q7: Have you ever uninstalled an app on your mo-
bile device because of permissions it used?

Q8: Have you ever declined to give an app permis-
sion to do something on your mobile device?

Q9: Have you ever declined to use a website because
it asked for information you did not want to provide?

Q10: Have you ever stopped using an Internet ser-
vice or website because you were concerned about
how it might use your personal information?

Q11: Have you ever cleared cookies and/or browser
history?

Q12: Have you ever installed software to block ads?

Q13: Have you ever installed software to stop web-
sites from tracking what you do online?

Q14: Have you ever used a password manager?

Q15: Have you ever used account settings to limit
the data that could be collected or used?

Q16: Which of the following best describes the time
at which you try new technology?

• As soon as the technology is available / among the first
people to try it

• Sooner than most people, but not among the first

• Once many people are using it

• Once most people are using it

• I don’t usually buy or try out new technology

Q17: When an Internet company collects data about
you while you are online, overall how beneficial or
harmful is that likely to be for you?

• Extremely beneficial

• Moderately beneficial

• Slightly beneficial

• Neither beneficial nor harmful

• Slightly harmful

• Moderately harmful

• Extremely harmful

In questions Q18-Q22, we used a 5-pt Likert scale to measure
comfort.

Q18: How comfortable or uncomfortable are you
with online companies collecting data about what
you do online?

• Extremely Comfortable

• Moderately Comfortable

• Somewhat Comfortable

• Slightly Comfortable

• Not at all Comfortable

In addition to the 5-pt comfort scale, for questions Q19-Q22
users could also select an option “I don’t know the app” if
they do not recognize the app in the question. The apps we
showed users were ones on their phones, so most of the time
apps should be recognized.

Q19: How comfortable would you be with the <app
name> app knowing your home and work address?
(only surfaced if an app exists that was given the
Location permission)

• Extremely Comfortable

• Moderately Comfortable

• Somewhat Comfortable

• Slightly Comfortable

• Not at all Comfortable

• I don’t know the app

The question answer options for Q20-Q22, were the same as
in Q19.

Q20: How comfortable would you be with the <app
name> app knowing the phone numbers of your
friends and family? (only surfaced if an app exists
that was given the Contacts permission)

Q21: How comfortable would you be with the <app
name> app knowing who is calling you? (only sur-
faced if an app exists that was given the Phone per-
mission)

Q22: How comfortable would you be with the <app
name> app seeing the pictures taken with your cam-
era? (only surfaced if an app exists that was given
the Storage permission)

Q23: Do you have any feedback for us? Is there
anything else you would like to tell us?
Open ended response
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ABSTRACT
Understanding how people behave when faced with complex
security situations is essential to designing usable security
tools. To better understand users’ perceptions of their digital
lives and how they managed their online security posture,
we conducted a series of 23 semi-structured interviews with
mostly middle-aged parents from suburban Washington state.
Using a grounded theory methodology, we analyzed the in-
terview data and found that participants chose their security
posture based on the immense value the Internet provides
and their belief that no combination of technology could
make them perfectly safe. Within this context, users have a
four-stage process for determining which security measures
to adopt: learning, evaluation of risks, estimation of impact,
and weighing trade-offs to various coping strategies. Our re-
sults also revealed that a majority of participants understand
the basic principles of symmetric encryption. We found that
participants’ misconceptions related to browser-based TLS
indicators lead to insecure behavior, and it is the permanence
of encrypted email that causes participants to doubt that it
is secure. We conclude with a discussion of possible responses
to this research and avenues for future research.

1. INTRODUCTION
Security has been a persistent problem for the Internet; at-
tacks against corporations [7, 16, 24, 29, 32, 40] and individ-
uals [36, 19, 26] are now commonplace. The literature is rife
with recommendations and tools (e.g., password managers,
secure email) from security experts for improving users’ se-
curity postures [6, 8, 39, 34]. Unfortunately, users are slow
to adopt these practices, leading them to fall victim to the
same categories of attack that have been pervasive for over
a decade (e.g., weak passwords, phishing).

To address this problem, it is important to ask why users
reject this advice, as the answer to this question should guide
the direction of future research. If users are unaware of
available protections, then the community needs to research

∗Scott Ruoti now works at MIT Lincoln Laboratory
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how to best disseminate this knowledge. If users do not want
to be bothered with security, then research should focus on
technologies that act without user input or awareness. If
instead, users reject security advice because it is too costly to
implement (e.g., time, effort, money), then we need to better
understand users’ internal models of security and design
protections that fit within that context.

We conducted a grounded theory study [9] on how users
perceive their digital lives and how they manage their online
security posture. As part of this effort, we conducted a
series of 23 semi-structured interviews with mostly middle-
aged parents in a suburban location in Washington state.
While participants were free to self-guide the interview, the
following topics were discussed: (a) their awareness of the
potential risks associated with their online activity, (b) which
risks they actively mitigated, (c) the steps they took to
mitigate those risks, and (d) why they chose not to mitigate
others. To explore how they viewed specific security contexts,
we asked participants about their understanding and opinions
regarding various security technologies associated with the
web (e.g., encryption, TLS, secure messaging).

Our analysis revealed that the context within which partici-
pants select their security posture is dominated by two key
factors. First, the perception that the Internet has brought
incredible value into their lives, and most limitations on its
usage would be extremely damaging. Second, the perception
that regardless of what steps are taken, they can never be
perfectly safe, which curbs any desire to implement security
mechanisms that carry a high cost of adoption. Because
perfect security is perceived as unattainable, users instead
engage in a four-step process wherein they weigh the costs
and benefits of various coping strategies designed to minimize
the likelihood or impact of online risks against the benefits
they derive from online activity.

1. A user learns about a new security threat. This
happens by word of mouth, news reports, television
shows, and movies.

2. The user evaluates the risk presented by the
threat. If the attack seems sufficiently unlikely, they
will generally ignore it.

3. The user estimates the impact of a successful
attack. The amount of damage is commensurate to
the effort they are willing to expend to address the
threat.
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4. The user selects an appropriate coping strategy.
This selection is based on trade-offs between the cost
of implementing the coping strategy (e.g., diminished
ability to use the Internet) and its ability to mitigate
risk by reducing attack surface and/or impact.

Importantly, users are fluid in their application of this process
and do not necessarily proceed linearly through a series of
steps. Rather, they may skip some steps or re-evaluate past
steps as they learn new information.

As part of our grounded theory methodology, we avoided
investigating related work before completing our analysis
of participants’ responses. This was done to avoid biasing
ourselves as we designed, administered, and analyzed our
study, allowing us to focus on what the data was saying,
and not what prior research had found. After reviewing
the related work, we found that the above process has a
strong relationship to the inputs and outputs of protection
motivation theory [33]. Our work is useful in demonstrating
how users adapt this model to online activity and also extends
upon this model by describing how users weigh trade-offs
when selecting coping strategies.

Our analysis of the data also revealed several other topics
that were particularly interesting:

• Most participants understand the basic principles of
symmetric key cryptography. They correctly identified
that encryption relies on a shared key, and only owners
of this key could read an encrypted message.

• Participants’ belief that TLS indicators represented site
safety, not connection security, led them to click through
TLS connection warning pages. More troubling, they
were most likely to ignore the warning pages for well-
known sites (e.g., Amazon, Microsoft, Google) when,
in reality, warnings on these sites are relatively more
likely to indicate malicious behavior.

• Participants felt that secure email was less secure than
texting because of its permanence. In line with their
views that nothing is 100% safe, permanence meant
that at any time in the future an attacker (e.g., gov-
ernment, hacker) could choose to break their old email,
whereas text messages were viewed as ephemeral and
only vulnerable to an active wire-tapper.

2. RELATED WORK
There is a large body of literature that relates to understand-
ing user motivation, perception, and behavior in the context
of security. We first discuss general theories of user behavior
and then examine relevant work in the usable security field
that relates to the perception of risk, cost-benefit tradeoffs,
user motivation, and experience with security warnings.

2.1 Theories of User Behavior
Numerous theories have been developed by psychologists
regarding how users can be persuaded to take some action,
such as adopting health advice or purchasing a product [18].
Several of these have been used to study persuasion in the
context of security and privacy behaviors. For example, the
elaboration likelihood model states that there is a central
route to persuasion, in which a person carefully considers the

merits of information presented, and a peripheral route that
involves positive and negative cues [30]. For example, this
model has been applied to understand adoption of electronic
health records [4] and trust in online retailers [45].

Protection motivation theory states that people react to fears
by assessing the severity and probability of the threat and
then appraising the efficacy of a recommended behavior and
their ability to carry out that recommendation effectively [33].
This theory has been used to explain home computer user’s
security behavior [3], the use of anti-virus software [28], and
the effectiveness of security policies in the workplace [21].
LaRose et al. [27] use both of these theories, along with social
cognitive theory, to develop a framework for motivating safe
behavior online.

Witte developed the extended parallel process model (EPPM)
to explain how people react when confronted with communi-
cations that appeal to fear [44]. In EPPM, user reactions to
threats are driven by the assessment of a threat and efficacy,
and their reaction is either determined by fear control or
danger control. If there is a perception of high threat and
high efficacy, then people will take the appropriate protective
action (danger control). However, if there is high threat and
low efficacy, people will lose hope and reject the proposed
remedy (fear control). Based on this theory, appeals to take
protective security measures need to ensure that people re-
spond more strongly to the effectiveness of the proposed
remedy and their capability to implement it than to the
fear of the threat. Too strong of an appeal to fear leads to
inaction.

Our theory is most similar to EPPM, with overlap in the
concepts that people appraise the risk and severity of a
threat, as well as the use of cognitive defense mechanisms to
manage anxiety. Many users have internalized a fear that
nothing is safe on the Internet, but this fear has generally not
been strong enough to override the belief that the Internet
nonetheless offers significant value. However, users may
choose to avoid certain activities if their fear is too strong.
Extending this model, we find that users weigh cost-benefit
trade-offs in their evaluation of response- and self-efficacy.
This is similar to work by Herley [22], which argues that
users’ rejection of some security advice is rational from an
economic perspective. He discusses how in the context of
password composition, phishing, and TLS warnings users
have an economic incentive to ignore security advice; the
cost of addressing these issues is greater than the reduction
in harm. While Herley’s work was theoretical, our study
grounds his ideas in data, demonstrating that users do think
through these economic arguments—though, in a simpler
form—when deciding what security decisions to make.

2.2 Risk Perception and Behavior
Other work in usable security has examined users’ perception
of risk and how this motivates behavior. Wash interviewed
participants regarding their perceptions of digital security [41]
and identified eight “folk models” describing participants’
understanding of viruses, malware, and hackers. Wash also
discussed how these models could explain why participants
ignored security warnings. This paper has many similarities
to our work, using a similar methodology and population.
While both works discuss online threats, our work provides
more details regarding the harm that users associate with risk
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and the context under which users make security decisions.

Wash and Rader have also studied security beliefs and how
this affects how people choose to protect their home com-
puter [42]. They find that direct and visible threats lead to
positive security decisions, while beliefs that require more
technical knowledge lead to fewer precautions. The educated
and older are more likely to hold these more sophisticated
beliefs. We confirm these finding in our research, finding
that users feel overly-technical solutions often offer marginal
benefits in comparison to their adoption cost.

Harbach et al. surveyed users and asked them what risks they
were most concerned about for five different online scenarios
[20]. In addition to stating potential risks, participants were
also asked to rank them. Finally, participants were presented
with a list of 22 common risks and asked to rate how relevant
they found those risks. They found that users were aware
of far fewer risks than had previously been believed and
recommended that more work be done in risk communication
and education. Contrary to Harbach’s supposition, users’
failure to report on certain risks (e.g., phishing) showed
their unawareness of those risks. We find that users are
aware of those threats but have already implemented coping
strategies that eliminate the need to worry about those risks.
Additionally, we provide greater detail regarding the harm
that users associate with various risks.

2.3 Cost and Benefit Tradeoffs
Other work in usable security provides evidence that users
weigh costs and benefits when deciding what security advice
to adopt. For example, Fagan et al. examined the basic
question of why some people follow security advice but others
do not [11]. They find that the benefits of following security
advice are rated higher by those who follow the advice than
by those who do not. Likewise, the risks and costs of not
following it are rated higher by those who follow advice. They
find that individual concerns are rated higher than social
concerns, confirming work by Anderson et al. [3].

Beautement et al. conducted interviews of 17 employees
from two companies to determine why they do or do not
comply with security policies [5]. Their findings suggest
that business users weigh the cost and benefit of compliance
to design which policies to adopt. Further, they theorize
that users have a limited compliance budget that must be
managed, restricting users’ focus to the security practices
that would be most effective. Our work shows that home
users have an analogous ‘compliance budget’ that dictates
which security behaviors they are willing to adopt.

Stobert and Biddle [37] conducted a grounded theory study
regarding users’ behaviors in managing passwords. They
found that while users took steps commonly considered in-
secure (e.g., writing down passwords), these choices were
often rational and represented a self-management of personal
resources. Our results complement their results and demon-
strate that this type of rationale extends beyond password
behavior into all parts of a user’s digital life.

Ion et al. [23] conducted two online surveys to identify dis-
crepancies between expert and non-expert security practices
in order to improve security education for non-experts. They
report that non-experts focus on using anti-virus software,
making strong passwords, changing passwords frequently,

watching for phishing, and visiting trusted websites. Our
results reveal similar practices among non-expert users and
further discuss how they select these behaviors and reject
others that were adopted by experts in Ion et al.’s study.

Redmiles et al. [31] investigate the acquisition of security
behaviors by focusing on how users decide which items of
security advice to follow and which to ignore. They find
that users commonly learn about security behaviors from the
media, peers, family, and IT professionals. They found that
the trustworthiness of computer security advice was largely
correlated with the perceived trustworthiness of the source,
in contrast with physical security advice which individuals
felt capable of assessing on their own. Participants described
many more reasons to reject security advice than to put it
into practice, including concerns about its role as a market-
ing tactic and the perception that the security of their data
was the duty of service providers. This work contextualizes
ours by characterizing the external sources from which users
learn their coping strategies. Our work extends this idea
by describing additional elements that factor into the equa-
tion of how users determine which security behaviors and
mechanisms to adopt.

2.4 User Motivation and Understanding
Some work has also explored user motivation. Adams and
Sasse [1] challenged the view that users are not motivated to
behave securely by exploring why they ignore corporate pass-
word policies. They argue that a lack of user-centered design
is a result of insufficient communication between designers
and users.

Furnell et al. conducted a qualitative study of novice In-
ternet users and their awareness of, attitudes toward, and
experience with online security [17]. Their work concludes
that “users do not seem sufficiently interested or motivated
to protect themselves” and posits that developers should dis-
continue reliance on users or remove users’ choices in matters
of security. In contrast, our work finds that users do take
responsibility for their online security postures and that their
decisions to reject additional security behavior are rational
considering the cost of adopting those behaviors and the
limited harm that would be prevented.

Kang et al. applied grounded theory to explore the connec-
tion between users’ understanding of the Internet and their
privacy practices [25]. Their results indicate that people with
a better understanding of the Internet perceive more threats,
but their analysis found no connection between the level
of understanding and security practices. Relatedly, Forget
et al. [15] compared users’ self-reported engagement with
computer security against their actual security practices and
found that there is not a strong link between the two. Our
results suggest that this disconnect between knowledge of
threats and security practices can be explained by users’
unwillingness to compromise the usefulness of the Internet.
Additionally, we find that even if users are aware of certain
risks, they will ignore them if they have a low probability of
occurring or have minimal potential harm.

3. METHODOLOGY
We conducted an IRB-approved user study to interview indi-
viduals about their perceptions and behaviors related to on-
line risk, risk mitigation strategies, encryption, and browser
security indicators. This section gives an overview of the
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interview process, discusses participant recruitment and de-
mographics, and describes our methodology for analyzing
the interviews. The full details are in Appendix A.

3.1 Interview Process
Interviews were performed over a five-day period beginning
November 2, 2015. In total, 23 participants were interviewed.
Interviews lasted between 15 and 45 minutes, with most
taking roughly 25–30 minutes. Each participant was com-
pensated $25 USD irrespective of interview duration.

Interviews were mostly conducted in either the home or place
of employment of each interviewee. This was done to avoid
requiring participants to meet at a specific location, as well
as to make participants feel more at ease during the interview.
In two cases where this was not an option, participants were
instead interviewed in public locations.

At the start of the interview, the participants were presented
with a consent form notifying them that the interview would
be recorded. After completing the consent form, participants
completed a short demographic survey.

Interviews were semi-structured. Participants were informed
that the survey was not an assessment of their understanding
of the Internet or its security, but rather was designed to
help our research group understand what people thought of
these issues so that we might build systems that addressed
their concerns. Participants were encouraged to share all
of their thoughts and opinions, no matter how off-topic
those might seem. The interviewer took great effort to allow
participants to guide the discussion, such as changing the
sequence of topics or discussing topics that were not a part
of the interview guide.

3.2 Interview Guide
The interviewer was provided with an interview guide contain-
ing an ordered list of questions intended to spark discussion
as necessary.

First, participants were asked how they used computers and
mobile devices in their day-to-day lives. This included how
many devices they owned, what they used them for, and
how often they were used. Participants were also specifically
asked to detail the types of online activities they engaged in.

Second, participants were asked to describe the risks and
threats they were concerned about when using the Internet
and whether they had personally suffered harm online. They
were then asked what steps they took to protect themselves
while using the Internet. This portion of the interview lasted
the longest.

Third, participants were queried about encryption.1 Partici-
pants were shown a browser address bar with an HTTPS lock
icon, asked whether they had previously seen the icon, and
what they thought it meant (see Figure 1). They were also
asked whether they had heard the term encryption before.
Those indicating they recognized the term were asked what
they thought it entailed. Participants were then asked what
sensitive information they had previously communicated over
the Internet (either through Facebook or email), whether
they would like the ability to encrypt those messages in the

1We asked participants about secure messaging (and by
extension encryption) and TLS warnings because these are
all topics that our group is actively exploring.

Figure 1: Examples of the lock icon from Chrome,
Firefox, Internet Explorer, and Safari.

future (e.g., encrypted email), and how they would like that
process to work.

Fourth, participants were asked about their experience with
security notifications. They were asked to describe what they
liked and disliked about the notifications they had seen and
to describe their ideal notification.

Fifth, participants were shown invalid TLS certificate warn-
ings from the major browsers. (see Figure 8 in Appendix A.4).
They were asked whether they had seen these warnings be-
fore, and if so, what they thought the warning was describing.
They were then asked if they ever ignored this warning by
clicking through, and if so, under what circumstances they
would make this decision. They were also asked how often
these warnings interfered with their day-to-day tasks, and
whether they wished they would go away.

Sixth, participants were asked whether they had any other
thoughts or opinions they would like to share. In this portion
of the interview, participants were free to talk about whatever
subjects they wished, and the interviewer avoided guiding
this discussion by only asking clarifying questions as needed.

3.3 Participants
We recruited adult participants (aged 18 or older) living
in Gig Harbor, Washington, U.S.A. This location was not
proximal to our institution. Our aim in choosing a remote
location was to seek opinions from individuals dissimilar to
our research group members. Similarly, the location allowed
us to survey a non-university population, which is distinct
from most studies in the literature.

Initially, we tried to recruit participants from the wider
Seattle/Tacoma region using craigslist, but ultimately this
method yielded no participants.2 We then posted flyers at
several public locations (e.g., library, church), which resulted
in recruiting eleven participants. Of these participants, one
introduced us to five coworkers (teachers), six introduced us
to their spouse, and one introduced us to their sister.

Demographic data for participants is shown in Table 1. In
general, our participants skewed female. Participants were
nearly all middle-aged and older. Most participants were
currently married, with all participants having some children,
the ages of whom ranged from infants to adults. Participants

2In hindsight, it would have been possible to conduct video
interviews online with several individuals that were interested,
but were unable to meet in person.
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Total %

Gender
Male 7 30%
Female 16 70%

Age

25–34 years old 1 4%
35–44 years old 7 30%
45–54 years old 5 22%
55 years or older 10 43%

Education
Some higher education, no degree 4 17%
College or university degree 13 57%
Graduate Education 6 25%

Career

Homemaker 7 30%
Special Education Specialist 5 22%
K-12 Teacher 3 13%
IT Support 2 9%
Medical Professional 2 9%
Computer Scientist 1 5%
Entrepreneur 1 4%
University Professor 1 4%
Unknown 1 4%

Marital
Status

Married 21 91%
Single 1 4%
Other 1 4%

Have
Children

Yes 23 100%
No 0 0%

Table 1: Participant Demographics

had all received at least some higher education, with the
majority having finished a university or graduate degree.

3.4 Limitations
Due to the nature of our methodology, our findings are sub-
ject to some limitations. First, the semi-structured interview
process has some standard limitations. For example, intervie-
wees have a desire to appear knowledgeable and competent
to the interviewer, leading them to report security behaviors
that exceed their actual behaviors.3

Second, the homogeneous nature of our interview sample’s
demographic—and the city from which it was drawn—limits
the generality of our results. Future work could replicate this
study with different populations, as well as examine specific
results in a more quantitative and large-scale fashion (e.g.,
Mechanical Turk survey).

4. DATA ANALYSIS
After all the interviews had been completed, the audio
from each interview was transcribed. These transcripts
served as the primary resource used during our analysis
of the data, though the audio data was referenced when-
ever there was ambiguity regarding the text or tone of a
particular line. Throughout this paper, when quoting partic-
ipants, they are labeled as P[1–23], respective to the order in
which they were interviewed. This transcribed data, along
with materials produced during our analysis are available at
https://soups2017.isrl.byu.edu. Transcripts have been

3Interestingly, participants in our studies often freely admit-
ted that they were doing less than they should. While it is
likely that illusory superiority had an effect, it is also possible
that the snowball sampling led users to feel the interviews
were more personable (i.e., recommended by their friends).
This most likely led to more honest answers.

modified to remove personally-identifying information.

Our analysis of the data followed a four-stage grounded the-
ory approach (open coding, axial coding, selective coding,
and theory generation). Throughout the discussion process,
we kept detailed research notes that outlined the thought
process underlying our codes, concepts, categories, and the-
ories. These notes were consulted frequently to guide our
process. As is often the case in grounded theory, these notes
were just as important—if not more—than the concepts and
categories derived from the various phases of coding.

In the first stage, our research group reviewed each transcript
phrase-by-phrase and word-by-word to assign codes that
classified users’ responses. These codes were generated using
a mixture of open coding (assigning a code that summarizes
the participant’s statement) and in situ coding (using the
participants own words as the code). To ensure that we
were assigning the correct meaning to various codes, we paid
attention to the context of each statement and reviewed the
interview audio as needed to hear the tone the participant
was using.

In the second stage, we used the constant comparative
method to group codes into concepts. Specifically, we col-
lapsed distinct codes referring to the same topic (e.g., one
was an open code, the other in situ) into a single code, re-
ducing the original set of 2,442 codes to a more manageable
503 codes.

In the third stage, we printed each code onto an index card,
then organized those index cards into related categories. In
total, there were nine categories describing participants’ re-
sponses: The Internet, Nothing Is 100% Safe, Online Threats,
Harm, Coping Strategies, Encryption, Browser-Based TLS In-
dicators, Secure Messaging, and Notifications. Within these
groups, we drew and labeled connections between related
concepts. We also drew and labeled connections between the
categories.4 Figures for each category are found throughout
the paper and in the Appendix.

In the fourth and final stage, we used the categories, their
connections, and our results to derive a theory describing the
process users employed in selecting which security behaviors
to adopt and which to reject. This theory is based both on
the raw data we collected and our analysis of that data. As
it is drawn from only 23 participants, it is not conclusive but
does provide a theory grounded in the data we gathered.

4.1 Limitations
Due to the nature of grounded theory, our analysis of the
data represents one view on that data. Different researchers
coding the same data are likely to focus on different aspects
leading to distinct categories, connections, and theories. We
generated several theories during our research. This paper
focuses only on what we determined to be the strongest and
most compelling theory. To address this limitation, we will
make the transcripts of our interview public.

5. THEORY
The result of our analysis was the generation of a theory that
describes the process by which users select their online secu-
rity posture. Before discussing the process, it is important

4Due to the visual complexity of the complete theory graph,
we have not included it in this paper.
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to understand the context (i.e., environment) under which
this process operates. This context is dominated by two
components, the utility of the Internet in users’ lives and
that users believe perfect security is not achievable.

The participants in our study unanimously indicated that
the Internet has been transformational in their lives (see
Figure 2). All participants derive value from their use of the
Internet, with many noting that it was now a central part of
their lives. For example, P13 emphatically expressed, “I love
the Internet. It’s become my world.” For others, the Internet
has allowed them the freedom to live their lives as they want.
P3 described this saying,

[The Internet] made our whole home schooling process
possible. So our kids grew up to be different than they
would have been if they had just gone to the local public
school, which was real poor quality. [...] If we had been
teaching our kids ten years sooner, it would have just
been a huge impact. I mean our lifestyle would not have
been possible before the Internet.

Participants also indicated near unanimously that no matter
how much effort was put into strengthening their online
security posture, it was impossible to be 100% safe (see
Figure 3)—as described by P19, “I don’t think there’s ever
a place that is perfectly safe.” This viewpoint was derived
from three sources:

1. Dramatized depictions of hackers on television and in
movies, where security is broken in dramatic fashion,
e.g., in 30 seconds or less.

2. Frequent news reports that even companies with large
security budgets were routinely compromised—P4 ex-
plained, “there are some big companies that get hacked,
that I would expect would have good security in place,
but they still get hacked.”

3. An interpretation of the cyber-world as seen through
the lens of the physical-world. Specifically that, like
the physical world, nothing was ever completely safe—

They got into [the] Pyramids; they got into King
Tut’s tomb. They can walk in here [at] any time,
even with the doors locked. So, I guess I’ve come
to believe there’s a segment of society that’s gonna
make trouble for the rest of us, no matter what
generation or what age or what media or [by] what
means. (P14)

Because they did not believe it was possible to completely
stop an attacker, participants’ security behaviors derived
from a focus on addressing the most common threats and
making themselves a less appealing target. As expressed by
P14, “you throw enough stumbling blocks in [an attacker’s]
way, they’re gonna look for somebody else that’s easier to
take care of, to get into. I would imagine it’s very much the
same way with Internet and security or through encryption.”
All the while, participants were careful that their security
posture did not unduly affect their ability to derive value
from their Internet use.

Within this context, we identified a four-step process which
guides a user’s selection of which security behaviors to imple-
ment. More specifically, users weigh the advantages of online

activity against the cost of implementing security practices or
mechanisms intended to minimize the likelihood or negative
consequences of online risks. While this process is described
linearly, users are fluid in their application of it. As they
learn and evaluate new information, they may skip some
steps or re-evaluate others.

1. A user learns about a new security threat. This
happens by word of mouth, news reports, television
shows, and movies.

2. The user evaluates the risk presented by the
threat. If the attack seems sufficiently unlikely, they
will generally ignore it.

3. The user estimates the impact of a successful
attack. The amount of damage is congruent to the
effort they are willing to expend to address the threat.

4. The user selects an appropriate coping strategy.
This selection is based on trade-offs between the cost
of implementing the coping strategy (e.g., diminished
ability to use the Internet) and its ability to mitigate
risk by reducing attack surface and/or impact.

5.1 Learning about Threats
Participants reported learning about threats through four
primary sources, all media-based: advertisements, news re-
ports, television dramas, and movies. For example, roughly
a quarter of participants asked the study coordinator about
LifeLock, an identity protection product, noting that they
had heard about it on a radio advertisement. Similarly,
P11 described how she learned about cybersecurity from the
nightly news:

P11: Yeah. It wasn’t until a couple of weeks ago that
they talked about the dark side of the Internet. I didn’t
know there was one until they started it. You know, it
is pretty interesting.
Interviewer Where did you hear about that?
P11: On the news!
Interviewer Local news?
P11: Yes. Local news was talking about the darker side
of the Internet.

Participants’ understanding of encryption and hackers was
tied to television dramas or movies. When asked how strong
they thought encryption was, P12 replied, “I would think it
might be fairly easy. At least from the movies, they make
it sound like they try all these combinations on a computer,
and then in thirty seconds, the code’s cracked.”

While participants did not report learning about new online
threats from friends, they did describe using them as a
clarifying source that provided greater details regarding the
threat and helped identify potential coping strategies. In
several cases, participants noted that they relied entirely on
their spouse as the de facto security expert. For example,
P10 described her key method for evaluating the risk of
unknown content: “If I get something that I don’t know, I’m
not calling someone until—I actually just call my husband
first.”

216    Thirteenth Symposium on Usable Privacy and Security USENIX Association



The Internet is 
amazing

The Internet is 
new

Relates cyber experiences to 
physical experiences

The Internet is a tool

The Internet is 
changing us

Communicate

Consume informa�onThe Internet

Percep�on
Percep�on

Effect

Changing how we
Changing how we

How to  understand it

Tools can be bad or good

Participants overwhelmingly expressed wonder at all the Internet has allowed them to do. Many noted that it is a tool that can be used positively

or negatively. Others pointed out that it is changing human behavior, including how we communicate and consume information.

Figure 2: The Internet Category Graph
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Participants indicated that nothing could be perfectly safe. Critically, participants believed that given sufficient time, hackers could break any

system; at best, security slows attackers down, causing them to choose different targets. Also, participants noted that currently trustworthy

organizations—corporate and government—could become malicious in the future.

Figure 3: Nothing Is 100% Safe Category Graph

5.2 Evaluating Risk
When learning about a new threat, participants attempted
to evaluate its risk (see Figure 4). Several participants noted
that most threats did not imply personal risk because the
chance they would be targeted was small. P22 explained
that “there’s so many of us. I think that kinda helps us, too.
There’s so much information out there that it’s highly unlikely
that you’d be targeted, but you can be.” Still, P23 noted that
this protection was not airtight: “my only protection is that
I am only one of 300 million. But you know, I got [...]* a
year ago—that’s a 1 in 10,000 chance [...]. Somebody gets
picked.”5

The threats that participants deemed most risky (i.e., likely
to affect them) were largely threats that they had previ-
ously encountered—malware, phishing attacks, inappropri-
ate content—or which they had heard discussed frequently
on the news—data permanence and surveillance. While
the former category of attacks has been discussed at length
in the literature (e.g., [5, 41, 20, 36]), the latter is largely
unexplored.

The permanence of online data without consent was a strong
concern for many participants. Participants noted that once
something was said or done on the Internet, it would remain
forever (especially on social media). Several parents and
teachers in our study indicated that they make an effort
to educate children about the risks of posting information
online. This threat troubled participants because once they

5P23 described contracting a rare illness here, which has
been redacted to preserve anonymity. The point being made
is that even low-likelihood events affect someone.

uploaded any data they were unable to ensure it would be
maintained according to their wishes. This led to a tension
between using the Internet freely and ensuring that their
personal data would not be used inappropriately.

Within this vein, P3 made a compelling argument that chil-
dren’s inability to erase past online interactions could have
a chilling effect on their ability to mature:

P3: [...] there is some concern with kids using Face-
book and having a personality develop online. It would
be nice to somehow have an opportunity to erase that
as they get older. I don’t know what it will be like for
this generation. We didn’t—we were able to grow and
mature and change, and leave behind our old selves at
some point. It would be nice if there was some way that
kids could—
Interviewer: That they don’t have to be haunted by
the silly things they said as an adolescent.
P3: Yeah, that things are permanent once they are
leaked into the online world. That (encryption) would
be very useful. I think I would feel more able to develop
in classes, like writing classes, where you’re submitting
things and opinions. You’d feel more free to develop
in that way if you knew that they weren’t going to be a
permanent part of your record to everybody for now and
ever.

Participants also noted that surveillance of their online ac-
tivities was a foregone conclusion, especially in relationship
to government surveillance. P16 expressed,
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Participants were concerned with a wide range of online threats. These threats were associated with three types of damage—financial, personal

information and privacy, and time. Interestingly, malware was considered to cause no harm other than the time it took to remove it.

Figure 4: Online Threats Category Graph
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Many participants had personally experienced harm or knew someone that had. Still, these experiences were not impactful because they produced

no lasting consequences. This lack of impact led users to avoid strengthening their security posture.

Figure 5: Harm Category Graph

Well, there’s rumors that [the] government watches over
everything that we do and that certain words, even in
your conversation on the phone, could be flag words.
Then you could suddenly have a person at your door.
And I don’t know [...] [i]f that’s a lot of conspiracy
theory, or how much reality that is. But it’s a possibility,
because everything that’s good can be used for evil, you
know?

Concerns regarding surveillance were not limited to the gov-
ernment, but also included companies tracking online activ-
ities: “there’s just the generalized concern about what can
people see me do? How many people are watching me? Who’s
watching me?” (P19). This unease was reinforced when their
actions on one site would result in related advertisements
being shown on an entirely unrelated site. P7 shared,

I hate the ads. I hate the ads! [...] [S]ay I go online
and I’m looking at a certain style of shoe. And then I
come back a week later, and I just open my web browser
to my home page, little ads are streaming about what I
was looking at.

5.3 Estimating Impact
To further characterize threats, users estimated the impact
threats could have on their lives (see Figure 5). Unsurpris-
ingly, attacks which led to financial damage were viewed
as the most impactful. P4 expressed that such harm was
quite scary—“something that you worked so hard for—your
money, and your well-being—and then to have it disappear

in a second, is a bit scary.”

While financial damage was a concern, some participants
explained that it was unlikely that it would be permanent.
They noted that for online shopping they used PayPal or
a credit card, both of which would absorb the cost of any
successful attack. As described by P3, “We did have a credit
card [company] call us, and let us know that there was a charge
on there, and wondering if it was ours, and it wasn’t, so
they declined the charge before it even went through.” These
protections reduce the damage of such attacks to only the
time and effort it takes to get charges reversed.

Other than financial harm, participants expressed concern
regarding their children’s online safety. They worried that
children had insufficient experience to avoid malware and that
they were likely to disclose personal information without fully
considering the ramifications of that disclosure. Additionally,
they worried that it was easy for children to be exposed to
inappropriate content online (e.g., violence, language)—P12
said “my boy loves to get on YouTube and listen to Vines
and stuff, and the language can be atrocious.”

For most other threats, potential harm was usually seen as
negligible—usually only representing a small cost in time or
effort to resolve. P14 described this issue,

Well, first of all, all [of a] sudden your computer is do-
ing something that you can’t get rid of, just, you know,
no matter what you do, it’s still there. So, the only
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Participants’ key coping strategy was personal vigilance, as they believed that their security was ultimately their responsibility. Participants’

primary concern regarding their children was teaching them to be vigilant online—to avoid downloading software from suspicious websites (i.e.,

malware), viewing inappropriate content on YouTube, and disclosing personal information on social media.

Figure 6: Coping Strategies Category Graph

way to get rid of it is to completely go back, either in
time, or go through and find out which program it is
and determine a way to dump it. But, that’s not always
easy to do.
. . .
It’s just time-consuming! And you’re looking to comput-
ers to do the opposite: allowing you more time. Instead,
what you find is sometimes it takes a lot more time to
either solve a problem or... If something goes down,
then it becomes an issue.

Surprisingly, due to the perception that costs in time and
effort are negligible, participants who had been successfully
attacked did not always relate those attacks with harm.
When initially asked if they had experienced harm online,
they would report that they had not. Later in the interview
when discussing other topics, it would become clear that they
had previously been compromised (e.g., installed malware,
stolen credit card). When asked about this discrepancy,
participants indicated that because it had been so easy to
resolve, they did not consider it harm. This attitude towards
harm helps explain why users are quick to ignore threats
that only result in minor loss of time or effort.

5.4 Selecting Coping Strategies
Users select coping strategies based on their evaluation of
trade-offs—harm addressed vs. cost to implement (see Fig-
ure 6). As the Internet is a critical piece of users’ lives,
even minor reductions in its utility can be viewed as costly.
Also, as participants did not believe they could be perfectly
safe, their effort was focused on the most effective coping
strategies for reducing their likelihood of being attacked
and/or minimized the negative consequences of victimization.
Non-selected strategies were largely rejected because they
were viewed as having marginal value that did not outweigh
their cost of adoption. Depending on how users weigh these
various factors, the selected coping strategies can be wildly
different.

On one extreme, P13 stated that she did nothing to protect
her online security:

Interviewer: When you are using the Internet, are
there any risks or threats that you worry about?

P13: No. I bank online and I don’t care. I know people
who worry about that, I don’t.
Interviewer: So you never have any concern, regard-
less of what you are doing on the Internet.
P13: That’s true. I should have concerns. I know I
should.
Interviewer: Tell me why you don’t have any con-
cerns.
P13: Because I don’t want to.
Interviewer: Can you elaborate on that?
P13: OK. I don’t want to get trapped. I want to use
the convenience of the Internet, and not feel scared of
the Internet. People think that their identity is going to
get stolen, and it can be, or their bank account is going
to be gotten into. Which I understand it can be. Don’t
care. Because I don’t want it trap me emotionally.

While this attitude, at first, seems quite flippant, upon further
examination, it becomes understandable. This participant
was an entrepreneur whose business relied on access to plans
stored in county buildings. Originally, access was physical,
requiring transit to the buildings in question, a slow and
time-consuming process. More recently, these documents had
been uploaded to the Internet, saving her time and increasing
the profitability of her business several times. To her, the
Internet represents her livelihood, and any reduction in its
utility represents a loss of money to her. In comparison,
the coping strategies do little to protect her—the time she
saves by using the Internet far outweighs the time she would
lose by fixing her computer or working with a credit card
company to roll back a transaction. As such, she is making
a cost-efficient and rational choice.

On the other extreme, several participants were unwilling to
perform any financial transactions (e.g., banking, shopping)
online. In their eyes, third-parties (e.g., PayPal, credit cards)
could not do enough to protect their financial safety, and the
potential harm of financial compromise far outweighed any
convenience brought by the Internet. As described by P11,

P11: I feel very uncomfortable doing banking online. I
always have.
Interviewer: I would love to hear why.
P11: You know, I was doing pretty good with the con-
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cept, and then [...] one of the banks... Bank of America
got tapped... somebody got tapped into, and I thought
‘Oh, if it’s that easy, I just, no, there is somebody else
who is spending more time out there then what is needed.’
I can go. I’m social; I can go and say hello and get my
banking done.

In general, participants fell between these two extremes,
selecting to implement coping strategies which had acceptable
trade-offs. The coping strategy described as most important
was that of personal vigilance—namely, being careful about
what sites they visited, what links they clicked, and what
files they downloaded. This strategy was selected because it
had low cost—it is easy-to-implement and easy-to-bypass as
needed—and also because participants felt that they needed
to take personal responsibility for their online safety. For
example, P1 expressed,

That, of course, reminds you, that I myself am responsi-
ble for monitoring my personal information. Especially
as it regards credit and banking, those kind of things. It
is up to me to monitor those things on a consistent and
regular basis.

In addition to personal vigilance, other commonly reported
coping strategies included installing an anti-virus, setting
up a web filter (e.g., OpenDNS, NetNanny) to block inap-
propriate content, using PayPal and a credit card for online
shopping, and relying on services provided by large, credible
companies. As these are well studied coping strategies, we
do not discuss them in further detail. Conspicuously, two
coping strategies were absent from participants’ responses—
law enforcement and the browser. While participants did
mention browser-based TLS securing indicators when asked
about them, they did not proactively report these types of
features when asked about their online security behaviors.
Law enforcement, by comparison, was not mentioned even in
passing, even when it came to descriptions of financial risks
or sources for advice regarding online safety.

Interestingly, after describing what security strategies they
had adopted, several participants indicated that they chose
not to worry about remaining threats. The reasoning behind
this was the remaining threats were less likely to impact their
lives, that they were unaware how these threats could be
addressed, and that they didn’t want to worry while using
the Internet (similar to the sentiment expressed by P13). For
example, P4 stated, “Well, there is a reason to worry, but I
don’t know what to do about it, so I can’t obsess about it, get
all panicky. Cause I don’t know what to do.

Ultimately, regardless of their selected security, participants
were acting rationally based on the context of their Internet
usage and their understanding of threats, potential harm,
and trade-offs for various coping strategies. In each case,
users were able to give a cogent explanation for why they
adopted some coping strategies while rejecting others. Our
results suggest that it is counterproductive to either browbeat
users into compliance or to bypass them entirely. Instead, if
security tools can be better aligned with users’ environments
and needs, then adoption is much more likely.

6. ADDITIONAL TOPICS
In addition to the topics covered in our theory, participants
reported interesting thoughts regarding several additional
security topics—encryption, browser-based TLS security in-

dicators, and secure messaging. The category graphs for
these remaining topics are in Appendix B.

6.1 Encryption
Two-thirds of participants had an understanding of the basic
principles of symmetric encryption, that it “keep[s] others
from being able to see things they shouldn’t.”6 Participants
referred to the process of encryption as “scrambling” data,
and half were aware that it involved a shared secret.7

In accordance with participants’ belief that nothing is 100%
safe, participants did not believe that encryption is impene-
trable, noting that a determined attacker could either find a
way around the encryption or a way to break the encryption.
Participants indicated that it would take “huge, huge com-
puters with lots of processing power” to break an encrypted
message. They also described breaking encryption as neces-
sitating “savvy” reasoning and that while it might not keep
everyone out, it would take skill that “probably 95% of the
population doesn’t have.”

While several participants used encryption tools as part of
their job, none used them in their personal lives. When asked
if they could identify any personal uses (i.e., non-business,
non-HTTPS) for encryption, almost half of participants indi-
cated that they did not see a use for it, either because they
did not upload sensitive information online or because they
doubted that encryption of online information could ever be
sufficiently secure (see Section 6.3).

Of the participants that identified uses for encryption in
their personal lives, they mentioned protecting financial data,
cloud data, work documents, and day-to-day communications.
For several participants, encryption intrigued them because
it offered a potential solution to two threats that they lacked
adequate coping measures for: government surveillance and
data permanence (see Section 5.2). For example, P3 indi-
cated that encryption could be a solution to children’s online
interactions being too permanent (see Section 5.2).

6.2 Browser-based TLS Security Indicators
There are a wide range of papers that examine the effective-
ness of TLS warnings in browsers [10, 38, 2, 13]. Collectively
they find that many users ignore TLS warnings, but that
over time users have become more likely to heed these warn-
ings. We questioned participants regarding the browser’s
TLS indicators—HTTPS lock icon and TLS warning page—
to better understand what they thought these indicators
meant and why they sometimes choose to ignore them.

When presented with images of these indicators, it quickly
became apparent that participant’s mental models largely
failed to account for the existence of connection-level at-
tacks. Instead, participants associated the TLS indicators
with site-level safety.8 Importantly, we found that these mis-
conceptions were directly correlated with insecure behavior.

6Other than one participant who was a software developer,
participants never mentioned public key cryptography.
7The terms used to described the shared secret included
calling it a key (most participants), a password, a credential,
or a code.
8Similar misconceptions about connection-level security have
also been observed in more technical users [12].
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6.2.1 HTTPS Lock Icon
Participants largely felt that the lock icon indicated that the
site was “safe” place to do business. For example, P9 said,

Well, to me it means that it is a secure site. That other
people are not just going to be able to get into what I
have put in. I’m sure that there are ways to do that,
but they’ve made it harder—hopefully. So, that’s what
it has meant to me.

Others thought that the lock icon indicated that the website
was “locked”, and that it would require credentials to access.
For example, P8 said the following about the lock icon:

That would make me think that I need a password to
get it. A password or login to get in. That it’s secure.
That it’s only for those people, where you have to create
an account, or for those that have already created an
account.

Regardless, participants indicated that they did use the lock
icon to determine which sites they should use. P9 explained,

“if I’m about to use my credit card, I do look for it to make
sure it is there. Sometimes if it is not there, I won’t purchase.
I’ll just say, ‘Well, I can go find it at the store.’ ” Other
noted that they used the lock icon to ensure they were on
the “real” website. P15 stated, “like Bank of America, if it’s
locked, they are telling me it is their website, and that it is
the right website.”

While at first glance, users’ attention to the lock icon might
seem like a positive sign, it has troubling implications. Phish-
ers could take advantage of users trust in the lock icon by
transmitting their phishing websites over TLS, leading users
to be more likely believe that the website is legitimate and
safe. This idea is lent credence in the next subsection where
we discuss how a similar misconception causes participants
to click through TLS warnings. As such, efforts to increase
user attention towards the lock icon [12] may end up being
counterproductive.

6.2.2 TLS Warning Page
In contrast with the shared, albeit vague, understanding of
the browser lock icon, the browser’s TLS warning pages were
nearly unilaterally met with confusion, though several noted
that it meant that “I’m in trouble” (P21). Many participants
expressed confusion when seeing the warning—P7 said, (“I
don’t know what a security certificate is. I’ve seen [the warn-
ing before], but I have no idea what that is.” Still, others
thought it was an indication of the site’s trustworthiness,
similar to their HTTPS lock icon misconceptions.

Overall, participants reported seeing these warnings rarely—
at most once a month. Most often these warnings were seen
when accessing the participant’s employer’s intranet, which
was described by some users as being rife with sites that
required clicking through the TLS warning.

Most participants reacted to these warnings by opting to
back off entirely, particularly if they felt at all uncertain.
Others indicated that they would ignore the warnings only if
they were consuming information and not inputting informa-
tion. For example, P3 indicated that “if I’m just looking for
information, I have just ignored that. But if I am thinking
of shopping, I think I have thought, ‘I’m not going here.’ ”

Disconcertingly, some participants believed that this warning

was a judgment of the trustworthiness of the website being
visited. For example, P12 (a Chrome user) said the warning
meant that “if there is an untrusted site that Google doesn’t
quite know, they are saying ‘We don’t really know about these
guys, and if you want to continue, you can, but we don’t really
know about them.’ ” This misconception led participants to
believe that they could safely ignore the warning if it were
for a website that they “knew” was safe. P7 stated, “Well, if
I see it, and I am going into some place I have never been
before, then I will probably just not go. If it is a place that I
know is OK, because I have been there before, then I usually
go ahead.”

In these situations, participants attributed the error to a
misconfiguration by the browser or website. P19 suggested,

“well, maybe they’ve just done an update or something like
that and there’s a glitch in the update.” Alarmingly, the
choice to bypass the TLS warning was often associated with
high-value sites (e.g., Amazon, email)—these sites were well
known to the user—in direct contrast to the fact that the
TLS warning is most likely to indicate an attack when it
appears for these sites.

6.3 Secure Email and Messaging
Most participants indicated that they had no need for secure
messaging and secure email in particular. Many noted that
they rarely needed to send sensitive documents, and when
they did (e.g., loan application) the company would request
that those documents were uploaded directly to the company
through a web portal. When asked how they transmitted
sensitive data person-to-person, participants indicated that
they would share it in person, over the phone, or through text.
They viewed these activities as more secure because they
felt that each of these transactions was ephemeral—requiring
an adversary to actively be targeting them, while online
communication (e.g., email) was permanent. For example,
P12 described this at length:

Interviewer: And do you think phones are more secure
than email?
P12: I think they are, in the standpoint that there would
have to be someone bugging your phone and catching
it immediately. Whereas if you send it on the Internet,
or email, it’s logged, and anybody can... So, I guess
just your window of opportunity is a lot larger in an
email, or on a search engine. Whereas a phone, they
would have to be listening that plus or minus maybe five
seconds to get the information that they need. To my
knowledge, I don’t know that anyone is recording, for
long periods of time, my phone conversations.
Interviewer: So it is really... it seems to be that per-
manence.
P12: Permanence.
Interviewer: That with email if you send it once, they
can come back later.
P12: Exactly! Your window is much larger that you
leave yourself exposed. Whereas a phone call you have
only got five, six seconds. Blah blah blah blah blah, there
is the credit card number. That’s the biggest reason. [...]
Everybody says that things are so permanent on the In-
ternet. They dig up stuff that is twenty years old. Then
they find dirt and information on politicians, and stuff
like that. They’re finding emails from Hillary Clinton,
from years past, when she was at the State Department.

USENIX Association Thirteenth Symposium on Usable Privacy and Security    221



They are digging up all sorts of stuff. And now they
are saying SnapChat—where it is supposed to snap a
picture and be gone instantly—ummm... is not.

In most interviews, we asked participants to imagine a hy-
pothetical secure email system that was both usable and
fully secure. We then asked participants if they would find
a use for such a system, and if so how would they use it.
While most participants expressed an interest in such a secure
email system, many of those who were interested struggled
to identify when they could use it—they only rarely had the
need to send sensitive information. Most were interested
in its ability to make email messages containing sensitive
information ephemeral, self-destroying after the information
was no longer needed.9 The two medical professionals were
especially interested in the possibility that secure email could
substantially expedite the process of sharing medical infor-
mation between institutions.

Interestingly, when asked to imagine the hypothetical secure
email system, several participants pushed back and stated
that they “would be very skeptical that something like that
would ever exist” (P12). This attitude was tied to their
perception that nothing was 100% safe and therefore no
secure email tool could protect their sensitive information
from determined parties.

7. CONCLUSION AND FUTURE WORK
Our interviews demonstrate that users’ online security pos-
ture is guided by an analysis of the cost-benefit trade-offs of
various coping strategies, informed by their understanding
of risks, potential harm, and the context of their online ac-
tivities. While a user’s set of coping strategies is insufficient
to address all potential threats, those strategies are usually
sufficient to protect them from the harm that they are most
concerned about. While these results are drawn from a lim-
ited sample of participants and do not necessarily generalize
to the entire population, they still provide a helpful guide
for what future research can explore.

Because users make rational decisions and are actively en-
gaged in considering their personal security posture, it means
that they can be influenced to improve their security posture.
While there are many areas where research could be done to
better address user needs, we discuss below five areas that
stood out as important and achievable as we interviewed
participants and analyzed their responses.

Security Recommendations. Participants prefer coping
mechanisms that have the greatest impact on reducing their
attack surface—i.e., they are not interested in security be-
haviors that have marginal gains. For example, Florencio et
al. [14] show that passwords that are 8–10 characters long
are generally resistant to online attacks, whereas passwords
of length 18–20 are needed to resist offline attack—passwords
of length 11–17 offer marginal security gains at significant
cost to users. By recommending that users select password
8–10 characters long, the users can focus on a coping strategy
that has a significant impact, without trying to guilt them
into adopting longer passwords that have either marginal
benefit or become overly-difficult to remember. Future re-
search should follow this cue for passwords, and distinguish

9We note neither PGP, S/MIME, nor current research into
secure end-to-end email encryption address this need.

which recommendations have low cost and high impact, and
which only offer marginal returns.

User Education. Our study showed that most participants
learned about online security through media—i.e., news re-
ports, television shows, and movies. Ideally, the community
could influence these mediums to correctly portray cyberse-
curity issues, but this is unlikely. Alternatively, participants
noted that they and their children regularly watch content
on YouTube and similar services. This presents a compelling
avenue for disseminating accurate cybersecurity information
to the masses. Future research could explore how to structure
such online videos to both educate and to attain maximum
dissemination. Based on several participants’ responses, a
good place to start would be Whiteboard-style videos.

Privacy-preserving Systems for Children. The litera-
ture on strong privacy-preserving systems is primarily focused
on high-security situations—e.g., political dissidents. The
resulting security model is often very strict and leads to
relatively low usability. According to their parents (the par-
ticipants), children are often unaware of the potential harm of
disclosing personal information online and are thus unlikely
to pay the high usability cost of adopting such solutions.
Future research should examine how privacy-preserving tech-
nologies can be better adapted to the needs of children for
use as they grow up.

Browser Indicators. Users are primarily concerned with
the safety of the sites they are visiting, while browsers dis-
play information regarding the security of connections. While
connection security is an important metric, it does not fully
address users’ primary concern. Future research should ex-
plore how the browser can be used to inform users regarding
the safety of the sites they visit. This could have more im-
pact than focusing on making users pay more attention to an
indicator (i.e., HTTPS lock icon) that they misunderstand.

Secure Email. Participants indicated that their greatest
worry regarding email was its permanence, yet current se-
cure email research is focused on usability [43, 35, 34], not
message permanence.10 Future research should explore how
to make email more ephemeral so that users can control the
permanence of their messages.
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APPENDIX
A. STUDY MATERIALS
This appendix lists all the materials used to conduct the
study. Personally identifying information has been replaced
by bracketed text describing the relevant information.

A.1 Consent to be a Research Subject
Introduction
This research study is being conducted by [study coordinators
and affiliation]. You have been invited to share your opinions
about Internet Security.

Procedures
If you agree to participate in this research study, the following
will occur: You will be asked to provide some demographic
data about yourself. No personally identifiable information
will be gathered. You will be asked about your experience
with computers. You will be asked to comment on your expe-
rience and feelings regarding Internet security. The interview
will be audio recorded to ensure accuracy in reporting your
statements. The entire study should take about one hour.

Risks/Discomforts and Benifits
If you experience any discomfort, you may stop the study at
any time. There are no direct benefits to you for participating
in this study.

Confidentiality
The audio recording of this study will be transcribed to
computer and then destroyed. All research data will be kept
on a password-protected computer in a keypad-locked room
on the [storage location]. Only the researchers will have
access to this data. A unique, random ID will be generated
for each study participant, and this ID will be used in place of
any personally identifying information. Data will largely be
presented in aggregate, but when direct quotes are required,
they will be provided alongside the associated ID and will
not contain personally identifying information. We may
share research data on the Internet, but will not include any
personally identifying information with this data, only the
unique, random ID.

Compensation and Participation
You will be compensated $25 for your participation. Par-
ticipation in this study is entirely voluntary. You have the
right to withdraw at any point during the study or to refuse
participation entirely. If you withdraw before the end of the
study, you will still receive the full $25 compensation.

Questions about the Research
If you have any questions about this study, feel free to contact
any of the following: [contact info]

Questions about Your Rights as a
Research Participants
If you have questions regarding your rights as a research
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participant contact IRB Administrator at [contact info].

Statement of Consent
I have read, understood, and received a copy of the above
consent and desire of my own free will to participate in this
study.

Name (Printed):
Signature:
Date:

A.2 Demographic Handout
What is your gender?

◦ Male
◦ Female
◦ I prefer not to answer

What is your age?

◦ 18 – 24 years old
◦ 25 – 34 years old
◦ 35 – 44 years old
◦ 45 – 54 years old
◦ 55 years or older
◦ I prefer not to answer

What is the highest degree or level of school you
have completed?

◦ Some school, no high school diploma
◦ High school graduate, diploma or the equivalent (for ex-

ample: GED)
◦ Some college or university credit, no degree
◦ College or university degree
◦ Post-secondary education
◦ I prefer not to answer

What is your marital status?

◦ Married
◦ Single
◦ Other
◦ I prefer not to answer

Do you have children?
◦ Yes
◦ No
◦ I prefer not to answer

A.3 Interview Guide
Introduction
• “Hello, my name is [name]. I am a researcher from

[institution]. Before we begin, we have this consent
form for you to read and sign.”

• “Here is a short demographic survey.”

• “Our research group is trying to understand how security
affects you when you use the Internet. Our goal is to
design software that makes it easier for you to be secure
while you are online.”

“The opinions and ideas you share during this survey
will be used to direct the future work of our research
group. As such, feel free to be frank and honest. If at
any time you have a thought or a comment, feel free

to share it, regardless of whether you think it directly
impacts the current topic.”

Understand the Computing Environment
• How familiar would you say you are with computers?

– How long have you been using them?

– Do you use them at work/school?

• How many computers do you own?

– Use on a daily basis?

– Mobile devices?

• What sorts of things do you do on the Internet?

Threats
• When you are using the Internet, what dangers are you

most concerned about?

– Do your concerns change when you are at home/work/school?

– Are there any dangers that affect your immediate
family, but not you?

• Have you ever personally suffered harm from the Inter-
net?

– What was the nature of the harm?

– What did you do to resolve the problem?

• What do you do to protect yourself while using the
Internet?

– Why do you do this?

– How effective do you think these methods are?

– Which one is most important?

– Have you ever been unable to do something for fear
of potential harm?

Encryption
• Have you seen this lock icon in your browser before?

(Figure 7)

– What does it mean to you?

– If your website tells you that your connection is
secure, what does this mean to you?

– How do you feel when a website says it is secure?

• Do you ever send sensitive information over the Internet?
For example, email or Facebook?

– What types of sensitive information do you send.

– What are you concerned about when sending sensi-
tive information over the Internet?

• When I say “encryption”, what do you think?

– If they have heard of it.

∗ What does it mean to you?

∗ How do you encrypt data?

∗ What assurances does encryption give you?

∗ How easy is it for an attacker to steal encrypted
data?

– If they haven’t heard of it.

∗ Encryption is a process by which data is pro-
tected so that only you and intended recipients
can read that data.”

• Would you be interested in encrypting data you store
or send over the Internet?

– What data would you use encryption for?
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– What services would you want it available with?

– How often would you encrypt data?

– Who would you send encrypted data?

– Would you want all of your messages encrypted?
Why?

Notifications

• There are many ways that your computer can notify
you of potential security problems.

– What types of notifications that you currently see
do you like best?

– What annoys you the most about current notifica-
tions you receive?

• What would your ideal notification be like?

– Could you please sketch a picture of your ideal
notification.

– How certain should the computer be before notifying
you of a problem?

– How often should you get a notification?

TLS Warning

• Here is a picture of a warning that browsers sometimes
show (see Figure 8). Have you seen a similar warning
before?

– What do you do when you see this warning?

– Under what circumstances do you ignore the warn-
ing and click through?

– Under what circumstances do you stop trying to go
to the website?

– How often do you need to get to the underlying
website, regardless of the warning.

– Have you ever wished these warnings would just go
away?

Closing

• “That is all we have time for. Thank you for your
participation.”

A.4 Figures

Figure 7: Example of lock icon from Chrome, Fire-
fox, Internet Explorer, and Safari that were shown
to participants.

Figure 8: Example of TLS warnings from Chrome,
Firefox, Internet Explorer, and Safari that were
shown to participants.
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B. ADDITIONAL CATEGORY GRAPHS
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Participants learned about encryption from the news, TV dramas and movies. Most participants had a basic understanding of symmetric

encryption, but almost no participants had knowledge of public key cryptography. In line with their belief that nothing is perfectly secure,

participants noted that tenacious hackers could break encryption. This view accurately reflects the real world, as hackers consistently break

systems that are “protected” by encryption.

Figure 9: Encryption Category Graph
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Many participants believed that the TLS lock icon and warning pages were related to site safety, and not the security of the connection. This

misconception led them to ignore TLS warnings for well-known sites (e.g., Amazon) that they considered to be safe.

Figure 10: Browser-Based TLS Indicators Category Graph
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Participants were interested in the potential of securing their online connections but were unsure whether this is even possible. They noted that

the permanence of data from online communication (e.g., email) allows it to be attacked either during transmission or afterward. For this reason,

they preferred to transmit information in person or over a phone call, which they viewed as non-permanent.

Figure 11: Secure Messaging Category Graph
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Participants were largely apathetic towards notifications and warnings from security software (e.g., anti-virus). If viewed, participants wanted

notifications to explain the problem to them, indicate the actions they could take, and explain the impact of those actions.

Figure 12: Notifications Category Graph
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ABSTRACT
User training is a commonly used method for preventing
victimization from phishing attacks. In this study, we focus
on training children, since they are active online but often
overlooked in interventions. We present an experiment in
which children at Dutch primary schools received an anti-
phishing training. The subjects were subsequently tested for
their ability to distinguish phishing from non-phishing. A
control group was used to control for external effects. Fur-
thermore, the subjects received a re-test after several weeks
to measure how well the children retained the training. The
training improved the children’s overall score by 14%. The
improvement was mostly caused by an increased score on the
questions where they had to detect phishing. The score on
recognizing legitimate emails was not affected by the train-
ing. We found that the improved phishing score returned
to pre-training levels after four weeks. Conversely, the score
of recognition of legitimate emails increased over time. Af-
ter four weeks, trained pupils scored significantly better in
recognizing legitimate emails than their untrained counter-
parts. Age had a positive effect on the score (i.e., older
children scored higher than younger ones); but sex had no
significant influence. In conclusion, educating children to
improve their ability to detect phishing works in the short
term only. However, children go to school regularly, making
it easier to educate them than adults. An increased focus on
the cybersecurity of children is essential to improve overall
cybersecurity in the future.

1. INTRODUCTION
Fraudsters use phishing to convince victims to give out per-
sonal information. Commonly, the fraudsters want creden-
tials that are used to access online services, such as online
banking. Even though the impersonated brands that are
misused in phishing are predominately financial institutions
and payment providers, there has been a recent shift towards
retailers and service-oriented companies [3, 4]. Several coun-
termeasures are currently in use to prevent phishing victim-
ization: blocking phishing messages and websites, improving

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
Symposium on Usable Privacy and Security (SOUPS) 2017, July 12–14,
2017, Santa Clara, California.

interfaces, and training users [17].

Many training programs have focused on adults (e.g., [27,
5, 1, 18]). An often overlooked group of potential victims
is children, with data about children only sparsely available
(e.g., in [23]). The current generation of children, sometimes
referred to as the digital generation or digital natives, grew
up with the internet. The phrase “digital natives” is being
criticized [6], since being a child in this generation does by
itself not result in being more digitally capable. Instead,
there are lots of opportunities for children, as well as adults,
to use technology. Indeed, by the age of nine, many Eu-
ropean children have access to the internet [15]. Many of
the internet services that adults use, such as social media,
email, or online gaming, are used by children as well [7]. A
quarter of European children aged 9-10 and 73% of 13 to
14-year-olds have at least one profile on a social media web-
site [15]. In the USA, 68% of teenagers aged 13-14 use social
media [24]. Children, and in particular teenagers, are very
well represented on the internet, with 92% of American chil-
dren (13-17 years) [24] and 60% of European children (9-16
years) going online daily [15].

One might wonder why children are at risk. To illustrate
why children could be targeted, consider the marketing do-
main. Marketers know that children have influence over
what their parents buy and consequently target children in
commercials [10]. In addition to marketing on TV, digital
marketing offers even more chances to target children specif-
ically [10, 28]. Phishing is commonly thought to be equiv-
alent to theft of credentials of financial institutions. Since
children often don’t participate in online banking, what makes
them attractive to a phisher? The online footprint of chil-
dren on social media, websites, and email can be a target by
itself. Obtaining access to email or social media accounts is
valuable in order to access to a victim’s network of friends
and family. A phishing message that is sent by a friend
is more likely to be opened than one from a stranger [18].
Subsequently, both children and adults within the victim’s
network can be approached with personalized phishing mes-
sages. Alternatively, influencing a child to provide the per-
sonal information of his or her parents provides helpful infor-
mation for a follow-up call or email, even with simple pieces
of information such as a phone number or home address.
Training is needed to reduce the risk of initial victimiza-
tion. Just like adults, children need to develop the ability to
identify fraudulent communication, such as phishing emails.

Anti-phishing training can be administered in various ways.
Advice can be given on an individual level, such as parents
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teaching their child how to ride a bike. Alternatively, one
may educate a group at the same time; for example, schools
teach skills like arithmetic to entire classes. When possible,
educating a group of children can be more efficient. Since
most children attend school, they are used to getting infor-
mation in a class setting. Furthermore, when parents are
insufficiently experienced to educate their children in the
area of cybersecurity, this topic should be taught at school.

Education tackles only a part of the problem. An important
issue is knowledge retention. One of the difficulties with user
training is the extent to which the audience remembers the
lessons over the long term. Retention indicates the effective-
ness of training. Additionally, it is important to know how
often to repeat training. This is true for traditional training,
as well as alternative methods of creating user awareness,
such as training by playing games [22, 34]. Studies per-
formed on adults found no significant decay in performance
from one week up to one month after the intervention [23,
21, 1, 27, 20]. This suggests that improvement of aware-
ness after training is retained in the relatively short term.
The question arises whether the same applies to children,
as well as, more importantly, whether the improvement in
awareness is stable over a longer period.

Children are very active online and can be the target of
phishing e-mails. Accordingly, like adults, they should be
trained to reduce the risk of victimization. This raises three
questions to be answered. Firstly, what are children’s abili-
ties to detect phishing emails and websites? Secondly, what
effect does cybersecurity training have on the children’s abil-
ity to detect phishing? Thirdly, after receiving an awareness
training, how well do children retain this knowledge? To an-
swer these questions, we conducted empirical research.

Our contributions are: (1) to our knowledge, we are the
first study to focus on the effect of anti-phishing training
on children; (2) the training was based on storytelling and
resulted in an improved detection of phishing in the short
term and an improved detection of legitimate messages after
2–4 weeks; (3) we show that subjects with more online ex-
posure, as well as older children, score better on a phishing
identification test.

2. METHODOLOGY
An experiment was conducted at six schools in the Nether-
lands, using a cybersecurity training program that was de-
signed for children aged 9–12. We tested their ability to
recognize phishing and measured the effect of an interven-
tion.

2.1 Design & Concepts
The experiment used a 2x2 between-group design. The
training intervention was given on a group level (i.e., in
a classroom), and we wanted to preserve the anonymity
of the pupils. Therefore, no identifying information was
recorded on the tests. Consequently, we did not record de-
mographic data other than age and sex. The independent
variables were the experimental condition (intervention or
control) and the retest duration (measured in number of
weeks). The outcome variable is the score on the test, rang-
ing from 0 (no correct answers) to 10 (all answers correct).
Five other variables were recorded to identify differences
between groups and measure for certain individual differ-
ences: sex (male/female); age; possession of email address

(yes/no); possession of a Facebook account (yes/no); and
whether the subject had received a phishing email before
(yes/no/unknown).

We will briefly discuss why these variables were included.
Firstly, the subject’s sex (male/female) was recorded be-
cause several phishing studies found that men are less prone
to phishing victimization than women [5, 33, 18, 23], though
other studies found no relationship [2, 13, 25]. Age was
recorded with the expectation that older subjects would out-
perform younger ones [23, 33, 2]. Finally, the Routine Ac-
tivity Approach states that for a crime to occur, a target
and an offender must converge in the absence of a capable
guardian [12]. Consequently, we expected children who are
more active online to be more exposed to phishing. There-
fore, subjects were asked whether they possess their own
email address and Facebook account, and whether they have
received a phishing email in the past.

In this paper, we use the terms “children” or “pupils” inter-
changeably to refer to the subjects of the study. “Teacher”
refers to the school teacher of the pupils. The trainer is a re-
searcher performing the study (by giving the presentation).

To establish the effectiveness of the cybersecurity training,
we formed two types of groups: intervention and control.
The intervention group was made up of school classes that
received the cybersecurity training, followed by a capabil-
ity test. To evaluate the effectiveness of the training, we
compared the intervention group with a control group that
received training after the study was finished (see Section
2.2).

2.1.1 Training and Procedure
A cybersecurity training program was developed for this ex-
periment, consisting of an interactive presentation and a
test. During the 40-minute presentation, the trainer would
introduce and discuss cybersecurity with a class of pupils.
The trainers were researchers and master’s students special-
izing in cybersecurity. Asking children for their attention
during a presentation can be challenging. Storytelling is
an efficient method for non-experts to share in an expert’s
knowledge [31]. Therefore, the trainer used short stories and
examples focussed on children to attract their attention.

The presentation provided the children with the necessary
means of recognizing cyber misbehavior and advice on what
to do. Topics included cyberbullying, hacking, phishing and
identity theft. For phishing, we first explained what phish-
ing is. Then, we showed an educational TV commercial
that had been designed by the Dutch banking association
[37]. Following the commercial, we asked the children in a
group discussion what clues one should look for. Afterwards,
we introduced four clues for identifying phishing emails: (1)
how to find a URL from a hyperlink and how to assess where
a URL leads to; (2) grammar, spelling, and the general type
of language used; (3) presence of a sense of urgency or use of
threats; and (4) the sender address. Furthermore, we showed
two clues for websites: (1) the URL and (2) the need for an
HTTPS connection when entering any data. During the
training, the children were given ample opportunity to tell
about their experiences, which helps the attendees remem-
ber the message. This led the children to share their own ad-
vice on how to prevent victimization, along with the advice
that was included in the training. The trainer informed the
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children about the effectiveness of their own advice. Where
needed, alternative advice was provided.

During the experiment, researchers went to schools in pairs.
There were several practical constraints in time and avail-
ability. For example, schools had to book time to receive us,
so there was a strict requirement to finish in time. Within
classes of the intervention group, the trainers gave a pre-
sentation to the pupils. After the presentation, the children
were given a paper-based phishing awareness test. Classes in
the control group were only given the phishing test. No fur-
ther explanation was provided, other than that the trainers
would be back at a later time. Some pupils asked questions
about a particular part of the test. The trainers answered
that the pupil should pick the answer that made the most
sense to the pupil.

After several weeks, each class was visited again. All pupils
were given another paper-based phishing test. Finally, each
child was given a one-page debriefing letter that explained
and summarized the study. Additionally, all subjects were
encouraged to discuss the test with their parents and contact
one of the researchers with any questions.

2.1.2 Testing
Establishing the ability of children to detect phishing was
measured using a paper-based phishing test. The partici-
pating schools did not have a computer available for each
pupil. To allow school participation with the least effort, we
chose a paper-based test over a computer-based test. The
method of testing phishing ability and the introduction to
the test can influence the results. For example, Parsons
et al. [29] have shown that primed study participants are
significantly better at discriminating between phishing and
non-phishing compared to uninformed participants. To re-
duce this bias, children were not told that the goal was to
discriminate phishing from non-phishing. Rather, the test
was introduced as a ‘cybersecurity test.’

The phishing test consisted of 10 questions, with six emails
and four websites to judge. Both legitimate and phishing
emails and websites were included. One correct answer was
worth a point, and number of correct answers was the stu-
dent’s score on the test. Answering everything wrong would
give a score of 0; answering everything correctly gave a 10.
For each email or website in the test, a decision had to be
made whether or not to take action. Although it was not
stated explicitly, the pupils made a phishing or not phishing
decision. Participating pupils were asked to note what kind
of action they would take. Subjects’ scores can vary de-
pending on the type and origin of emails they have to judge
[29]. Therefore, diversity in the types of emails and websites
is essential to obtain a valuable result. Each question con-
tained a clue as to why it should or should not be trusted.
Some clues were explicit, such as a wrong link in an email
or an unusual sender address. Others were based on the
content, such as expressing urgency and spelling errors. For
content-based clues, we made sure to include several in an
email or website. All clues were mentioned in the training.
The questions, emails, and websites were tailored to chil-
dren and included a variety of different companies, such as
toy stores, TV programs, game websites, a bank, and social
media. The questions were not based on real-life phishing
emails, since we are unaware of phishing attacks that target

children specifically. However, we used existing legitimate
emails and websites and adapted them, just like a phishing
offender would do.

The tests were aimed at measuring the ability to identify
emails and websites as phishing or legitimate correctly. How-
ever, using the same phishing test for the initial measure-
ment as well as the re-test could result in the subjects re-
membering the questions. To avoid this memory effect, three
sets of questions were used to measure the ability of children
to detect phishing emails and websites. Three versions of the
test were made: A, B, and C. Tests A and B included a front
page with questions about the online exposure of the sub-
jects. Test C was used in the pilot phase of the experiment
and contains reordered questions from Test A.

Each subject got an overall score, the outcome variable.
However, human beings generally assume that a message is
truthful, and have great difficulty recognizing lies [26]. This
has been called the truth bias [19, 26, 9]. We need to con-
sider two parts in the subjects’ performance: detecting lies
(phishing) and detecting truth (legitimate). To do so, we
made two equal-sized sets of questions. One set contained
phishing, the other contained legitimate communications.
By separately grading both sets of questions, we could dis-
tinguish between the ability to detect lies versus the ability
to detect the truth. The overall score of a subject was cal-
culated as the sum of both sets. For example, if a subject
scored 3.0 out of 5 for recognizing phishing, and 2.5 out of 5
for recognizing a legitimate communication, the overall score
would be 5.5 out of 10.

2.1.3 Retention
To measure knowledge retention, each school class took two
phishing tests to test their ability to recognize phishing over
time. Classes in the intervention condition received the
training, followed by a test. Immediately after groups in
the intervention condition finished their tests, the correct
answers were discussed in class. This allowed the children
to ask questions once more and get feedback on their deci-
sions, thereby increasing the learning effect. After either 2
weeks (14 days), 4 weeks (28 days), or 16 weeks (64 days) a
second test was done. Classes in the control condition did
one test initially, followed by a re-test after 2 or 4 weeks. For
the control condition, the results of the tests were not dis-
cussed in class. Unfortunately, classes in the control group
that were scheduled for a re-test after 16 weeks were unable
to participate the second time. This makes it impossible to
compare the intervention group with a control group at 16
weeks. Therefore, our analysis will focus on the retention
between 0 and 4 weeks.

2.2 Ethics
As with any experiment with humans, ethics are important.
First of all, the design of this study was approved by the
institutional review board of the University of Twente. The
study was designed such that the subjects were not hurt
or distressed in any way. Furthermore, each participating
school was asked for permission to conduct the training and
test their pupils. Additionally, we asked each participating
school to distribute informed consent letters to the parents
of their pupils. Parents were asked to sign and return the
informed consent, either to the school or by email to the
researchers. The contact information of the researchers was
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included in the informed consent, in case parents had ques-
tions. Several parents contacted the researchers. Only when
the parents of a pupil had signed the informed consent and
returned this to the school could a child participate as a
subject.

After finishing the experiment, each subject was given a de-
briefing letter. The letter was written for the child and en-
couraged him or her to discuss the training with his or her
parents. Furthermore, the contact details of the researchers
were included in the debriefing, in case anyone had ques-
tions. After finishing the experiment, nobody contacted the
researchers with questions.

From the point of view of the experiment, it was important
to separate intervention and control groups. We considered
it unethical to deprive subjects in the control group of a cy-
bersecurity training. Therefore, after finishing their second
phishing test and concluding their participation as subjects,
pupils in the control group received the training too.

2.3 Setting
The experiment was held at six schools in the Netherlands, of
which five primary schools and one secondary school. Each
participating school gave permission for two sessions for at
least one class. Every class received two tests (of 20-30 min-
utes each), and one intervention (about 40 minutes). Classes
were randomly assigned to either an intervention group or a
control group, and were additionally assigned a retention pe-
riod by the researchers. All tests were taken individually by
the subjects. The researchers were present to answer ques-
tions, but would never give away the correct answer. The
subjects were told to answer what they would do if they had
received the email or visited the website.

2.4 Subjects
The subjects were 353 pupils from six participating schools.
All subjects were aged between 8 and 13 (M=10.66; SD=1.05),
and over half (54%) were female. Children could join the
training only if their parents had given their written con-
sent before the start of the program (refer to Section 2.2 for
more information). Children who did not have permission
from their parents were temporarily sent to another class-
room. If changing rooms was not possible, non-participating
children were moved to another part of the same classroom
to work on another task. Each child was assigned to an in-
tervention or control group, based on the class they were in.
This resulted in 181 children in the intervention group who
received training, compared with the control group consist-
ing of 172 children. The re-test was taken by 177 children.
We included the week 0 data for several classes that were
unable to participate for the re-test. Specifically, the missing
classes consisted of all control group classes for the 16-week
re-test. This resulted in the exclusion of the 16-week inter-
vention group’s re-test, since we could not compare them
with their control group counterparts. Therefore, the num-
ber of subjects in week 0 is significantly higher compared to
those for the re-tests in weeks 2 and 4. The exact number
of subjects at each stage in the experiment is listed in Table
1.

2.5 Analysis
The three research questions guided the analysis. Descrip-
tives of the control groups provided an answer to the first

Table 1: Number of subjects in each stage of the experiment.

Group Week 0 Week 2 Week 4

Intervention 181 49 38
Control 172 32 58

research question (i.e., what are the children’s abilities to
detect phishing emails and websites?). Furthermore, we
tested whether the subject’s characteristics influenced the
score. An independent group t-test was used to measure
the effect of the subject’s sex and possession of an email ac-
count. The second research question was: what effect does
cybersecurity training have on children’s ability to detect
phishing? To measure this effect, we compared the inter-
vention group and the control group at 0 weeks. This was
done using an independent group t-test, showing the differ-
ence between trained children (the intervention group) and
untrained children (the control group). The third research
question quantified the retention of the training. To answer
this question, several linear regression models were devel-
oped. Firstly, a multi-level model was tested, measuring
whether the school attended by the subject accounted for
the results of the pupils. Even though the multi-level model
was significant, the intraclass correlation was low (i.e., below
0.025). Therefore, linear regression was used instead. We
developed several such models.

Model I uses the type of experiment (i.e., intervention or
control), the number of weeks, and the interaction of these
two as the predictors. ExperimentType shows the effect of
the training on the score. The number of weeks indicates
retention over time. Additionally, it is interesting to learn
whether the effect of the training increases or decreases over
time. For example, teaching someone a skill such as biking
results in a higher level of skill over time if the person prac-
tices on his or her own. Therefore, the interaction between
having participated in the intervention and the number of
weeks (ExperimentType × Weeks) was taken into account
as well. With this interaction, we could analyze whether the
intervention resulted in better results as time progressed. A
second model including social variables was constructed as
Model II. Age and sex were added to the variables from
Model I. Age was included since related literature suggested
that older subjects score better than younger ones. The lit-
erature is inconclusive when it comes to sex and phishing
victimization. Therefore, we added sex as a variable. Fi-
nally, Model III combines Models I and II and adds the test
version and school, to show their potential influence on the
overall score of the subjects. The school and test version
variables were moderately correlated (r=0.68), as a conse-
quence of Test C being used only in the pilot of the study.
This results in collinearity in the model. Therefore, we omit-
ted Test C from the model. These three models were used
to predict the subject’s overall scores on the tests.

Using the overall score as a measure of the ability to rec-
ognize phishing from legitimate is by itself insufficient. As
discussed before, one needs to distinguish the differences in
the scores of recognizing phishing and recognizing legitimate
communications. To accommodate this, additional models
were developed to distinguish lie detection and truth detec-
tion in the analysis. This lead to the introduction of six
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models. Phish-I through Phish-III were based on the pre-
viously described models I-III, but used the phishing (lies)
score instead of the overall one. Additionally, Legit-I to
Legit-III were developed to model the scores of the legiti-
mate (truth) questions.

3. RESULTS
The first research question concerned the ability of children
to detect phishing. This translates to the scores of the con-
trol group at the beginning of the experiment, at week 0.
The average overall score of this control group is a 6.02
(Table 2) on a scale from 0 to 10. The overall score con-
sisted of two parts: phishing (0–5 points) and legit (0–5
points). When considering only the questions that were
related to phishing, the control group scores 3.74 on av-
erage, with a 95% confidence interval of [3.62, 3.88]. The
mean score for labeling legitimate questions as such was
lower: 2.26 (95% CI [2.09, 2.44]). In addition to the av-
erage scores of the control group, we also measured the ef-
fects of several subject characteristics on the overall score
for all subjects. There was no significant effect of sex on
the score, indicating a lack of evidence that boys performed
differently from girls (t(633) = -0.62, p=0.53). There was
a significant effect of age on the score, with older pupils
scoring higher than younger ones (F(1,633) = 6.28, p=0.01,
R2=0.010, Adj. R2=0.009). The effect of the school on the
subject’s score was significant (F(5,636)=7.54, p<0.001, R2

= 0.056). One school scored significantly lower compared
to the others (B=-0.80; p=0.004). Most of the subjects
(80.3%) indicated having their own email address. Having
one’s own email address significantly influenced the score,
with subjects having their own email address performing
better than those without (t(469)=3.68, p<0.001). On the
topic of social media, 26.6% of the subjects indicated having
their own Facebook profile. Subjects with their own Face-
book profile scored significantly higher than those without a
Facebook profile (z=2.330, p=0.02, r=0.10). Thirdly, when
asked whether they had ever received a phishing message,
8.9% answered ‘yes’, 37.4% answered ‘no’ and the remain-
ing 53.7% responded that they did not know. Whether or
not the subjects received a phishing email before was not
significantly related to the subject’s score (F(2, 468) = 0.61,
p=0.55). A subject’s online exposure did result in higher
odds of having received a phishing message before (F(2,215)
= 6.25, p=0.002, R2=0.040), whereby having an email ad-
dress was a significant indicator (B=0.16, SE=0.05, p=0.04).

To answer the second research question, the effect of the
training was measured. Since three paper-based phishing
tests were used in the experiment, we wanted the results
to be comparable regardless of the version of the test. The
mean overall results of pupils taking different tests were not
significantly different from each other: A and B (t(470)=1.89;
p=0.059); A and C (t(307)=0.98; p=0.326); B and C (t(451)=-
1.214; p=0.225). Figure 1 shows the differences in scores in
three box plots. The means and confidence intervals un-
der all experimental conditions are listed in Table 2. The
training itself resulted in an improvement in the scores of
the participants in the intervention group that was statisti-
cally significant compared to the control group (t(634)=-
10.56, p<.001). The effect size was r=.39, indicating a
medium-sized effect [11]. In comparison, if we include only
the first measurement (i.e., week 0), there is a significant
difference between the untrained and the trained children as

well (t(351)=-5.19; p<0.001). The training in week 0 had a
small effect size of r=.27. These results show the effective-
ness of adding a simple and short cybersecurity training to
the curriculum of schools.
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Figure 1: Box plot of three phishing tests of all observations
(N=636).

To answer the third research question, retention over time
was measured. Several linear regression models were con-
structed, the results of which are included in Table 3. Model
I shows the influence of the cybersecurity training interven-
tion on the score, as well as the effect over time, while con-
trolling for the interaction effect. The resulting Model I is
significant and explains 18.6% of the variance (F(3,526) =
41.77, p<0.001). Model II adds social predictors to Model
I, resulting in a model that explains 19.8% of the variance
(F(5,523) = 27.63, p<0.001). Finally, Model III includes
the school as well as the version of the test, as well as
the predictors from the other models. Model III is signifi-
cant and explains 25.7% of the variance (F(11,517) = 17.46,
p<0.001). In all three models, the effect of training signif-
icantly influenced the score of the subjects throughout the
following weeks (β=0.23, p<0.001). Furthermore, the inter-
vention group score significantly higher over time compared
to the control group. Figure 2 plots Model III based on the
number of weeks passed, split into intervention or control
group, to show these effects visually.

To measure the differences in detecting lies from detecting
truth, we developed additional models based on Models I,
II and III. Instead of using the overall score as the out-
come variable, we used the phishing score or the legitimate
score, respectively. Since half of the questions were phish-
ing, the scores range from 0 (all wrong answers) to 5 (all
correct). Models Phish-I to Phish-III use the score of recog-
nizing phishing. The model results can be found in Table 4.
Model Phish-I includes the same predictors as the normal
Model I, and is significant and explains 8.3% of the variance
(F(3,526)=15.36, p<0.001). Model Phish-II is significant
and explains 8.3% of the variance as well (F(3,523)=9.26,
p<0.001). Model Phish-III is significant as well and explains
13.1% of the variance (F(11,517)=9.60, p<0.001). Com-
pared to the models of the overall scores, different effects
emerge. For example, subject age and weeks since inter-
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Table 2: Mean score and 95% confidence interval per experimental setting.

Overall Score Phishing Score Legitimate Score

Type Week Mean 95% CI Mean 95% CI Mean 95% CI

Cont 0 6.02 5.79–6.26 3.61 3.45–3.77 2.41 2.20–2.62
Exp 0 6.87 6.65–7.09 4.26 4.15–4.38 2.61 2.41–2.80
Cont 2 5.72 5.21–6.23 4.09 3.74–4.45 1.62 1.17–2.08
Exp 2 7.95 7.58–8.34 4.33 4.12–4.53 3.63 3.28–3.99
Cont 4 6.14 5.75–6.53 3.96 3.70–4.23 2.17 1.79–2.55
Exp 4 8.13 7.67–8.60 4.00 3.73–4.27 4.13 3.81–4.46

Cont all 6.01 5.82–6.20 3.74 3.62–3.88 2.26 2.09–2.44
Exp all 7.35 7.19–7.51 4.23 4.15–4.32 3.11 2.97–3.26

Table 3: The linear regression models of the overall score.

Model I Model II Model III

Characteristic (reference) B SE B β B SE B β B SE B β

ExperimentType (control) 0.92*** 0.16 0.28 0.90*** 0.16 0.27 1.00*** 0.12 0.10
Weeks 0.01 0.06 0.01 0.03 0.06 0.03 0.11 0.12 0.10
Weeks × ExperimentType 0.34*** 0.08 0.23 0.36*** 0.08 0.24 0.30** 0.08 0.20
Age 0.18** 0.06 0.11 0.19** 0.07 0.12
Sex (female) 0.08 0.13 0.02 0.14 0.14 0.04
Test version (A)†

– Test B -0.17 0.39 -0.05
School (1)
– 2 0.89** 0.33 0.16
– 3 0.44 0.31 0.08
– 4 -0.33 0.34 -0.05
– 5 0.30 0.43 0.07
– 6 -0.24 0.47 -0.07
Constant 5.99*** 0.11 4.04*** 0.69 3.80*** 0.85

R2 0.186 0.198 0.257
Model significance 0.000*** 0.000*** 0.000***
N 530 529 529

Note. Coefficients unstandardized (B) and standardized (β). SE=Standard Error. Significance (χ2):
* p<0.05; ** p<0.01; *** p<0.001. †Due to collinearity, the output of Test C was omitted.

vention in Phish-III are not significant, whereas they are in
the overall Model III. The differences are more easily viewed
when Model Phish-III is plotted in Figure 3a. At week 0,
the intervention group’s scores differ significantly from the
control group, as shown by the confidence intervals. How-
ever, in week 4, there is no significant difference between
the intervention group and the control group anymore. The
control group scored similarly in week 4 compared to week 0.
Subjects within the intervention group scored significantly
lower in week 4 compared to week 0.

In additional to the three phishing-only models, three legit-
only models were constructed. Similarly, three models, Legit-
I to Legit-III were constructed based on the overall Models
I to III, respectively. The results of these models can be
found in Table 5. Model Legit-I was significant and ex-
plained 15.1% of the variance (F(3,526)=42.57, p<0.001).
Model Legit-II was significant and explained 16.4% of the
variance (F(5,523)=29.59, p<0.001). Model Legit-III was
significant and explained 26.0% of the variance (F(11,517)
=20.28, p<0.001). A graph showing Model Legit-III is in-
cluded in Figure 3b, with scores ranging from 0 to 5 for
all five questions testing legitimacy. There are no significant

differences in score at week 0 between the intervention group
and the control group for the legitimate scenarios (z=-1.17;
p=0.24). In week 4, however, the scores of the interven-
tion group and control group differ significantly (z=-5.85;
p<0.001). During the experiment, the score of the control
group did not change significantly (t(228) = 1.11; p=0.27).
In the intervention group, a significant increase in score was
observed between week 0 and week 4 (z=-6.05; p<0.001).

4. DISCUSSION
The concept of testing the ability to detect phishing in an
educational setting is challenging [32]. Getting the attention
of children aged 8–13 to focus on cybersecurity is no less of
a challenge. Untrained children are mediocre at discrimi-
nating phishing emails and websites from legitimate ones,
scoring 6.02 out of 10 in our experiment. However, subjects
trained in a single 40-minute training session and interactive
discussion scored 6.87 out of 10, an increase of 14% over their
untrained peers. The overall score by itself is not sufficient
as a measurement of accuracy, since humans are generally
not very good at recognizing lies [26]. Therefore, we distin-
guished the correctness scores for phishing and legitimate
questions.
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Table 4: The linear regression models of the phishing-only score. The construction of the models is similar to Table 3.

Model Phish-I Model Phish-II Model Phish-III

Characteristic (reference) B SE B β B SE B β B SE B β

ExperimentType (control) 0.65*** 0.10 0.34 0.65*** 0.10 0.34 0.70*** 0.10 0.37
Weeks 0.10** 0.04 0.16 0.10** 0.04 0.16 0.02 0.07 0.04
Weeks × ExperimentType -0.15** 0.05 -0.18 -0.15** 0.05 -0.17 -0.18** 0.05 -0.22
Age 0.01** 0.04 0.01 0.05 0.04 0.05
Sex (female) -0.00 0.08 -0.00 0.09 0.08 0.05
Test version (A)†

– Test B -0.21 0.24 -0.10
School (1)
– 2 0.56** 0.21 0.17
– 3 0.08 0.21 0.03
– 4 0.20 0.22 0.06
– 5 0.95** 0.27 0.41
– 6 0.77** 0.29 0.40
Constant 3.63*** 0.08 3.50*** 0.44 2.59*** 0.52

R2 0.083 0.083 0.131
Model significance 0.000*** 0.000*** 0.000***
N 530 529 529

Note. Coefficients unstandardized (B) and standardized (β). SE=Standard Error. Significance (χ2):
* p<0.05; ** p<0.01; *** p<0.001. †Due to collinearity, the output of Test C was omitted.
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Figure 2: Overall predicted ability scores over time, in num-
ber of correct answers (0–10). Shades indicate 95% confi-
dence interval. N=529.

We found that training improved the ability to recognize
phishing directly following the training, but it did not sig-
nificantly change the ability to identify legitimate emails cor-
rectly. This phenomenon has been discussed in the litera-
ture. Hauch et al. [16] have shown in a meta-analysis that
training improves both overall accuracy and lie detection,
but not truth detection accuracy. This was also the case
in our experiment; the subjects did not score significantly
better on truth accuracy of legitimate emails and websites
on the test directly following the training, compared to the
control group. This can be explained by the focus of our
training on how to detect phishing. According to Hauch et
al. [16], if the focus of training is on deception detection, the

subject’s post-training truth accuracy remains unaffected.
An alternative explanation would be that the training made
the subjects paranoid. However, if that were to be the case,
the subjects would have to score lower on recognizing legit-
imate emails, which was not the case.

The overall scores of trained subjects improved significantly
over time, indicating a good knowledge retention of the sub-
jects. Within the control group, the overall scores remained
stable. When considering only the phishing questions, sub-
jects from the intervention group suffered from a small de-
cay in their ability to recognize phishing. Specifically, after
4 weeks, the ability of the intervention group to recognizing
phishing matched the level of the control group. Regardless
of the decay over time, the scores on the phishing questions
were relatively high, with averages of correct answers be-
tween 3.7 and 4.4 questions. Since 5 was the maximum, we
believe that there is a ceiling effect: many subjects achieved
the highest score, and could not improve their scores fur-
ther. Our test consisted of 10 questions composed of two
sub-tests, five legitimate and five phishing. This means that
subjects could not receive higher scores than 5 on both sub-
tests, which is the maximum on our measures. When many
subjects have the maximum score, their scores cannot be
distinguished. Figure 3b illustrates this clearly for the in-
tervention group. Therefore, only less-performing subjects
could increase their score after training. The subsequent
score decay over time shows that the effect of the training,
in terms of the ability to recognize phishing emails, fades
within a month. To the best of our knowledge, no similar
phishing tests have been undertaken with children, making
comparisons with other phishing literature difficult. There
are studies on phishing interventions with adult subjects,
which found no significant decay of the trained subject’s
abilities after 7 to 28 days [23, 21, 1, 27, 20]. However,
there are major methodological differences, since the above-
mentioned studies use interactive, computer-based methods
of training, such as playing games [23, 21, 27] or roleplay-
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Table 5: The linear regression models of the legitimate-only score. The construction of the models is similar to Table 3.

Model Legit-I Model Legit-II Model Legit-III

Characteristic (reference) B SE B β B SE B β B SE B β

ExperimentType (control) 0.27 0.14 0.09 0.25 0.14 0.09 0.30* 0.14 0.10
Weeks -0.08 0.05 -0.09 -0.07 0.05 -0.07 0.08 0.11 0.09
Weeks × ExperimentType 0.49*** 0.07 0.38 0.51*** 0.07 0.39 0.48*** 0.07 0.37
Age 0.17** 0.06 0.11 0.14* 0.06 0.10
Sex (female) 0.08 0.12 0.03 0.05 0.12 0.02
Test version (A)†

– Test B 0.04 0.35 0.01
School (1)
– 2 0.33 0.29 0.07
– 3 0.36 0.26 0.07
– 4 -0.54 0.29 -0.10
– 5 -0.65 0.40 -0.18
– 6 -1.02* 0.41 -0.35
Constant 2.36*** 0.11 0.54 0.62 1.21 0.74

R2 0.151 0.164 0.260
Model significance 0.000*** 0.000*** 0.000***
N 530 529 529

Note. Coefficients unstandardized (B) and standardized (β). SE=Standard Error. Significance (χ2):
* p<0.05; ** p<0.01; *** p<0.001. †Due to collinearity, the output of Test C was omitted.

ing [1]. However, within the field of social engineering, it
has been reported that an intervention to increase awareness
is subject to significant decay [8], showing social engineer-
ing awareness returning to pre-intervention levels after two
weeks.

While the phishing score decreased over time, the score for
legitimate questions followed a rather different pattern. The
score over time increased significantly, contrary to our ex-
pectations. After two and after four weeks, subjects in the
intervention group were able to correctly recognize legiti-
mate scenarios significantly better than subjects from the
control group. The cybersecurity training may have trig-
gered the interest of the children, causing them to pay more
attention to messages they receive, or to think about the
lessons learned. Another possible explanation is that the
subjects trained themselves based on emails they received
in their daily lives. This may be compared to learning how
to ride a bike, where an initial set of skills and knowledge
is needed to start biking, and with more practicing, perfor-
mance increases over time. In other words, training made
the children look more closely at the emails they received,
after which they were better at identifying legitimate emails.

Further trainings, sometimes called boosters, could be used
to increase these abilities and counter decay of the ability
to recognize phishing [20, 30]. However, regular training is
costly. In the context of children, it may be infeasible for
schools to introduce boosters on a regular basis. This is
especially the case when the retention of knowledge is short
(i.e., a month). Training using different methods, such as
letting the subjects play a game [23, 21], may be less affected
by this disadvantage since the subjects can play the game
regularly without supervision. Before introducing additional
training, however, better measurements should be used to
identify the problem better. One possible fix is an extensive
test with more questions and more challenging questions,
which could be used to avoid a possible ceiling effect. That

way, subjects would be less likely to get the maximum score,
and decay or increase effects should be more visible.

Another finding is that older children score better than younger
ones. This is in line with similar studies about phishing
interventions on adults. In several studies, young adults
perform worse than older ones [33, 2]. In particular, a large-
scale study [23, 33] found that teenagers between 13 and 17
perform worse than adults in phishing tests. A possible rea-
son for this result is lower education and fewer years of inter-
net experience [33]. Furthermore, subjects in this study who
have their own email address or a Facebook profile scored
significantly higher than other subjects. This suggests that,
indeed, internet experience may be an influential factor. An-
other factor that could influence the subject’s score is the
training itself. Despite efforts to make all trainings similar,
there are group dynamics involved, especially when relying
on interaction (e.g., stories) with the subjects.

Other candidate relations did not significantly contribute to
the final score of a child. In particular, the sex of the child
had no significant influence on the score, when controlling
for other variables. Specifically for children, sex differences
are not necessarily to be expected at all. For example, boys
only begin to take more risks than girls between the ages of 9
and 11 [35]. The lack of differences could be explained by the
age groups of the children that participated. Additionally,
even for adults and adolescents, the existence of a relation
between sex and phishing knowledge is doubtful in existing
literature [2, 13, 25]. The interaction between age and sex
did not predict phishing knowledge of children either.

4.1 Limitations
There are several limitations to the results of this study.
Even though the intervention condition was given per class,
this did not prevent children in one class from talking to
their peers in other classes. Since all parents were informed
and asked for permission beforehand, they could have dis-
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(a) Includes only the phishing questions.
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(b) Includes only the legitimate questions.

Figure 3: Predicted ability score split by phishing and legitimate. Shades indicate 95% confidence interval. N=529.

cussed the topic of cybersecurity with their children. Un-
known external factors may be responsible for the increase
over time. For example, the participating children may have
seen one of the phishing awareness commercials on TV. Per-
sonal experience of the researchers was that indeed one of
of these three explanations was plausible. One of the col-
leagues at the University of Twente, who was not involved
in the study, had a child in the intervention condition. The
colleague mentioned that his children and the other parents
were enthusiastic about the intervention and that he had
talked about it at home. This example could explain the
increase in ability over time that was observed. Moreover,
this colleague had other children in the same school. Hence,
the intervention could have influenced children in the con-
trol condition. However, we do not see indications of that
effect in the data.

A possible critique on the study is that the children know
that they are being tested. The results, therefore, do not
necessarily reflect their ability when receiving an email in the
wild. While this is true, we consider the tests an appropriate
way to measure the subject’s ability to recognize phishing.
The subjects’ scores are arguably different from how they
would respond to a phishing email in their own inbox, since
more factors are involved. Factors such as language (an
eight-year-old Dutch child receiving an English email) and
expectancy (not having a bank account) could increase their
real world score. On the other hand, factors like attention
(doing other things in parallel) and limited interfaces (not
being able to check the link on a tablet computer) could
affect resilience in the real world. Furthermore, the subjects
received a second test a period of time after the first. This
means that they know what to expect when they start the
second test.

This study may suffer from an assignment bias. Even though
the groups were assigned at random to one of the conditions,
the number of schools that participated is limited. Further-
more, all schools are located in two cities in the east of the
Netherlands. The results might be affected by factors un-

known to the researchers. A nation-wide study on randomly
selected schools could counter such biases regarding region
and quality of teaching.

A presentation (or lecture) is one way to deliver a message to
pupils. Other ways of teaching may be more efficient, such
as using games [14]. We chose a traditional presentation-
based intervention because it is relatively simple to apply
to current primary schools. The pupils do not need to have
access to a computer, and a presentation and paper-based
test fit in well with the rest of the daily program and ac-
tivities. Alternatively, game-based anti-phishing solutions
[22, 34] may yield better results and could have different
retention properties.

Using a paper-based test with images raises questions re-
garding the representativeness of the resulting score com-
pared to real-world phishing. Whereas using static images
or screenshots is not optimal, they have been used before in
phishing experiments [36, 29, 33]. We believe there is lit-
tle difference between seeing an image on a screen or seeing
one printed on paper. Furthermore, not all subjects may be
equally computer literate, and using static images on paper
results in a level playing field.

Finally, all students filled in the tests anonymously. There-
fore, no repeat measurements were available at an individ-
ual level. The analyses could therefore not be performed
on repeated-measures samples. Rather, we treated the test
results as independent samples. As a consequence, the re-
ported results are conservative and an underestimation, as
they miss the power of a repeated-measures test.

5. CONCLUSIONS
Children need to understand digital risks to reduce the risk
of victimization on the internet. Understanding digital risks
is important for children as well as adults. However, the
majority of children are self-taught when it comes to the in-
ternet [7], making it unlikely they will systematically learn
how to act safely. To learn about the abilities of children
in detecting phishing emails and websites, researchers had
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children aged 8–13 take in a phishing recognition test. Half
of the children received training before the test, and the
other half did not. Both trained and untrained children
were tested for the ability to distinguish phishing emails
and websites from legitimate ones. Several schools partici-
pated in the study. A first indicator of the practical need for
such training arose while performing the experiment. Dur-
ing the training, as more pupils started sharing their stories,
they became very enthusiastic and asked lots of questions.
In most classes, at least one child knew a phishing victim.
These victims were mostly relatives or neighbors. The most
common situation in the stories that were told was a victim
losing money due to filling in banking credentials on a phish-
ing website. Hearing stories from their peers impacted the
children and provided them with a warning message stronger
than the presenters could ever give.

Until novel anti-phishing techniques are developed and de-
ployed on a large scale, user training seems to be important.
For adults as well as children, that means creating an im-
proved knowledge of the subject for as many individuals as
possible. In many countries, all children aged 9 or older
attend some form of education. Potentially, this makes it
feasible to embed a cybersecurity training in their curricu-
lum, effectively training the entire population of children.

In our experience, both schools and parents are very will-
ing to embed lessons about cybersecurity in the curriculum.
Our request to give a training was well received. In particu-
lar, incidents with phishing, cyberbullying, and other cyber-
threats are often in the news. Teachers and parents reported
being worried about those issues. At the same time, teachers
at schools where we gave a training, found the course highly
informative for themselves as well. Techniques for establish-
ing the validity of an email were unknown to them. Several
teachers mentioned that hovering over a hyperlink or check-
ing the sender address were valuable approaches for them.
Training teachers should, therefore, be the first step in cy-
bersecurity education. Where needed, universities and prac-
titioners (e.g., IT security firms) could provide help. There
are existing initiatives, such as the (ISC)2 Safe and Secure
Online1 where security professionals visit schools. Such ini-
tiatives should be extended to more countries and expanded
in size, and new ones should be developed.

Training children increased their short-term ability to distin-
guish phishing from legitimate correctly. Specifically, their
ability to recognize phishing increases significantly after an
in-class training. However, this increased ability is subject to
decay. After four weeks, the ability to recognize phishing for
trained children diminished to the level of their non-trained
counterparts. This suggests that the training created knowl-
edge, but that this knowledge only lasted through the short
term. On the positive side, trained children did continue
to perform better in recognizing legitimate emails as such.
This increases the odds of legitimate communications reach-
ing the end user. Increasing the ability to recognize phishing
requires good awareness.

All in all, we believe that researchers and practitioners in
the field of cybersecurity should not only focus on adults,
but that material for children should be developed in paral-
lel. Phishing, specifically, is too often seen as an adult-only

1See also https://iamcybersafe.org/

crime. The children of today are the victims of the future.
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ABSTRACT
Sensor-enabled wearable devices and smartphones collect data about
users’ movements, location, and private spaces and activities. As
with many ubiquitous computing technologies, this data collec-
tion happens in the background and appears “seamless” or invis-
ible to the user. Despite this, users are still expected to make in-
formed choices regarding consent to data collection. Folk theo-
ries are sets of beliefs and understandings that arise informally and
guide decision-making. To investigate folk theories regarding sen-
sor data collection that might guide privacy self-management deci-
sions, we conducted qualitative free list activities with 30 activity
tracker users in which we asked them to list “information that an
activity tracker knows”. We found that folk theories regarding the
data that activity trackers collect depend on interactions between
the users and their trackers that provide visibility into dependen-
cies among data types, evidence about what trackers are able to
record, and feedback that inspires speculation about how trackers
work. Our findings suggest opportunities for designing interfaces
that intentionally support the development of folk theories about
how sensor data are produced and how they might be used, which
may enable users to make more informed privacy self-management
decisions.

1. INTRODUCTION
Ubiquitous computing systems that incorporate a wide variety of
sensor technologies are an increasingly common part of everyday
life for many people. In particular, wearable devices like smart
watches and fitness bands, and smartphones carried in a pocket or
purse, have been widely adopted. All of these devices include em-
bedded sensors that engage in continuous data collection, and are
capable of producing inferences that users consider “extremely pri-
vate” [39]. For example, in February 2016 a Reddit user posted
heart rate data from his wife’s Fitbit activity tracker to enlist the
community’s help in troubleshooting what he believed was a mal-
functioning device. Instead, he found out from other users that what
he had noticed could actually be valid data indicating that his wife
might be pregnant (in fact, she was) [17].

User awareness and concern regarding data sharing and use often
receive more attention in the security and privacy literature than
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data collection does. Privacy concern has been shown to depend
on contextual aspects of sharing and use [30, 33], and encourag-
ing people to think about different possible audiences and uses can
affect how concerned they are [23]. However, data collection prac-
tices have also long been recognized as related to privacy. This was
acknowledged in the original 1973 report on which the Fair Infor-
mation Practice Principles (FIPPs) were based [52]1. It was again
recently emphasized in the 2012 “Consumer Privacy Bill of Rights”
report issued by the Obama administration [47], which includes the
directive, “Consumers have a right to exercise control over what
personal data companies collect from them and how they use it.”

People are expected to be able to self-manage their privacy by mak-
ing decisions about what systems to use and what kinds of data col-
lection to consent to [45]. This approach assumes that all users are
able to think and behave correctly, and in an informed and rational
fashion, which is not realistic [22]. An approach adopted by se-
curity and privacy researchers regarding how to understand users’
choices and behavior focuses on folk theories related to technol-
ogy use [2, 53, 57]. Folk theories are beliefs, analogies and ex-
planations that guide people’s behavior, which develop and evolve
through everyday experiences. Folk theories about how technolo-
gies work form even when details about the inner workings of the
technologies are invisible to users [11, 37]. By investigating folk
theories related to sensor data collection, we can gain insights into
how everyday interactions with sensor-enabled systems support their
formation. We can also find out more about what guides users’ pri-
vacy self-management decisions and behavior regarding these sys-
tems.

We conducted a qualitative study focusing on folk theories about
data collected by activity trackers, defined as smartphone apps and
standalone devices that support fitness-related data collection (move-
ment, heart rate, etc.). These devices and smartphone apps are an
example of sensor-enabled technologies that have achieved wide,
mainstream use. They also have an interface that provides infor-
mation to users about the data they collect; seeing step counts and
other health and fitness activity information is part of the reason
why people use them. Our focus is considerably more narrow than
studies like Wash’s folk models of threats [53] and Yao et al.’s
folk models of online behavioral advertising [57], and more like
Kempton’s study of thermostats which focused on a single applica-
tion [22].

We found that participants’ folk theories conceptualized types of
data their trackers were collecting as if they were either manually
entered by the user, directly measured by the tracker, or calculated

1“There must be a way for an individual to find out what informa-
tion about him is in a record and how it is used.” [52]
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from other data the tracker had collected. Participants’ folk theories
had developed through interactions with their trackers that provided
visibility into dependencies between different kinds of data, such as
values presented in the interface that increase at the same time, vis-
ible heart rate sensors, and step counts shown by the tracker which
did not seem to match participants’ perceptions of their activity.
However, participants’ folk theories had not incorporated the idea
that their data were estimates or inferences. This precluded spec-
ulation and reasoning about how raw sensor data might be use-
ful for other purposes outside the context of activity tracking that
could reveal information about activities and personal characteris-
tics users might not want to disclose. In other words, these folk
theories would not support users being able to consent to uses be-
yond the context of activity tracking.

With this paper, we make several contributions. We present find-
ings about folk theories related to sensor data collection in ubiq-
uitous computing systems that provide insight into what users are
aware of and can reason about, in their own words and from their
own perspective. We highlight the importance of making aspects
of the data visible in the interface, and of designs that encourage
users to speculate about the origins of their data. And, we present
design implications for ways activity tracker interfaces might better
support speculation, and thereby the formation of folk theories that
help users reason and make decisions about privacy.

2. RELATED WORK
2.1 Folk Theories
Folk theories are “ways of understanding” that help people inter-
pret phenomena they encounter in the world [12]. They are based
on experience and interaction rather than formal instruction, and
are often shared across people [21, 22]. Folk theories for specific
technologies arise out of users’ everyday experiences with those
technologies [4, 22]. This means they sometimes vary from person
to person, and are often incomplete and inaccurate from an expert
point of view [11, 4]. Folk theories help users generate explana-
tions [18], guide inferences they make about cause and effect [4],
help them reason about what technologies are capable of [35], and
influence their choices and decision-making with respect to those
technologies [53]. Folk theories are also sometimes called folk
models, or mental models, and are elicited through qualitative in-
vestigations that involve interviews and hypothetical scenarios [53,
56], activities like sketching [19, 57], and prompts such as pho-
tos [35] or specific app permissions [24] that participants react to.
Many studies have found that folk theories held by experts are dif-
ferent from those held by non-experts; for examples, see Asghar-
pour et al. [2], Kang et al. [19], and Yao et al. [57].

In a widely-cited study, Wash [53] investigated folk theories that
non-expert computer users have for security threats like hackers
and viruses, and argued that they have implications for whether
people believe particular pieces of security advice are important to
follow or not. Kang et al. [19] investigated folk theories of the
internet, and found that non-experts drew simpler diagrams of lo-
cations where data is stored online and where it travels to, whereas
experts drew more complex diagrams with more parts and compo-
nents. Both experts and non-experts knew that their data is shared
with companies that provide services to them. But beyond that, all
participants expressed a lot of uncertainty. A more recent study
about online behavioral advertising found that folk theories involve
beliefs about agency, including which entities are involved in track-
ing users, and where the data are stored. These ranged from a
browser-pull model where the browser is responsible for storing all
user data and obtaining relevant ads, to a more technically accurate

model that involved both first- and third-parties [57]. Folk theories
about RFID, which is sensor-related technology, have been found to
be partially correct as well: the most common folk theory involved
the idea that RFID tags are small devices that can hold a little bit
of information, similar to a magnetic strip or a barcode [35]. And,
related to activity trackers in particular, Yang et al. [56] found that
many activity tracker users had engaged in “ad-hoc assessment” of
how their trackers worked while they used them, which resulted
in feelings of frustration related to perceived inaccuracies in their
activity tracker data. Yang et al. recommended that users should
be provided guidelines for how to determine the accuracy of their
devices, calibration mechanisms so trackers can better adjust to in-
dividual variation, and training resources that explain what trackers
measure in order to increase understanding. These studies are all
examples of investigations into folk theories of technology use, and
serve as background about the approach we take in our study, and
the kinds of insights about users, and about design, that this ap-
proach supports.

2.2 Wearables, Smartphones and Privacy
A classic early paper about wearable sensor technology and pri-
vacy describes the Active Badge system [51]. This system was
developed in the early 1990s as a proof of concept location track-
ing system for a research organization. It used RFID technology to
track users’ locations via wearable badges that could be detected by
a sensor array in the building. Many people found the system to be
useful, in that it enabled them to find colleagues more easily when
they wanted to talk to them. However, people also expressed con-
cerns about privacy, mostly surrounding ways that the location data
provided by wearing the badge could potentially be used, and by
whom. This theme about data use comes up in many studies about
sensor data and privacy. Even when users report that they feel the
collection of the sensor data itself does not concern them, when
asked to consider possible uses they are able to imagine harms that
might result if the data were used improperly.

For example, Klasnja et al. [23] asked participants about privacy
concerns related to their use of the UbiFit wearable fitness proto-
type over a 3-month period. None of the participants were con-
cerned about the idea of data collection, because they didn’t think
the data were sensitive on their own. However, they had concerns
about the use of location data, and raw audio data. Similarly, Raij
et al. [38] showed participants who used the AutoSense system for
three days visualizations of the data that had been collected about
them. Participants reported increasing concern about more sensi-
tive kinds of data (e.g., less concerned about physical activity, more
concerned about conversations and stress level). In contrast, Rapp
et al. [39] and Motti and Caine [29] both found that users of com-
mercial activity trackers did consider the data that was collected
to be extremely private. But, in both studies participants remarked
about concern due to a feeling that they were not necessarily in
control of how their data might be shared with third parties and
subsqeuently used.

Other researchers have focused on the issue of smartphone apps
accessing and potentially sharing user data with third parties, or
data “leakage”. Shklovski et al. [44] interviewed smartphone users
about this, and found that it is a source of concern for users. Bale-
bako et al. [3] took this a step further by notifying participants when
smartphone apps were accessing data; participants were surprised
about how often this happened, and more concerned about it than
they were before they were made aware of it. Almuhimedi et al. [1]
also focused on smartphone notifications in their research, and used
the notifications to provide a means of awareness and control over
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smartphone app data access and use. In their study, the notifica-
tions showed users information about how many apps had accessed
different types of smartphone data in a specified time period. This
style of intervention assumes that drawing users’ attention to data
sharing and use by informing users about how many times differ-
ent apps were accessing their information would raise concern and
“nudge” users to take action. Just over half of their participants
in this study made changes to app permissions as a result of the
intervention.

Shih et al. [42] also studied smartphone users’ privacy concerns and
willingness to share data, via a custom app they created. The app
was designed to measure participants’ privacy preferences regard-
ing app usage of personal data by asking them questions periodi-
cally over the 4-week period of the study involving different com-
binations of app types, data types, and usage purposes. Users were
least willing to share information when more details were given to
them like the name of the app that was using the information, and
what the app was going to do with the information. In other words,
providing more detail about use was associated with less willing-
ness to share the information.

We focus in this paper on an application of sensor data collec-
tion that is commercially available and in mainstream use: wear-
able activity trackers and smartphones used for the purpose of ac-
tivity tracking. This sampling frame enabled us to recruit par-
ticipants who had already been using sensor-enabled devices and
smartphones for their own reasons, some of them for a number of
years. Activity trackers already support some form of user inter-
action with the data they collect, which presents researchers with
an opportunity to study folk theories of sensor data collection that
have developed over time in actual use, rather than as a short-term
research intervention.

Unlike previous work on folk theories of technology related to se-
curity and privacy, with the notable exception of the study by Poole
et al. about RFID [35], our study specifically involves sensor tech-
nologies. It is also different from work focusing on privacy aware-
ness and concern related to data sharing and use, because it focuses
primarily on data collection. And, it is different from many secu-
rity and privacy studies in that we do not assume there is an ob-
jectively “correct” behavior that users must be measured against.
Rather, we focus on understanding non-expert users’ existing folk
theories from their perspective, so that we can better understand
what guides their behavior, and make recommendations for design
to support the formation of more privacy-relevant folk theories.

3. METHOD
3.1 Data Collection
We conducted semi-structured interviews that began with a free list
activity designed to elicit folk theories about what types of infor-
mation activity trackers are able to collect, and about how they are
able to collect that information. Interviews lasted roughly 60 min-
utes and took place primarily over the phone, with a few in person,
during December 2015 through February 2016. There are several
advantages to conducting phone interviews versus in-person inter-
views. Phone interviews allow access to participants in diverse
geographical locations, maintain interviewee anonymity, and can
decrease social pressure and increase rapport. Research on the two
methods has not found either to produce data of compromised qual-
ity [31, 46].

The free list activity lasted about 12-15 minutes, and in every case
took place at the beginning of the interview, right after obtaining
consent. The remainder of each interview after the free list activity

focused on participant thoughts and reactions regarding a series of
hypothetical scenarios in which activity tracker data might used to
infer other kinds of information about the user. Each participant
received a $25 Amazon.com gift card as a thank-you for participat-
ing. This study was approved by our institution’s IRB. In this paper
we focus on just analysis and findings from the free list part of each
interview.

Free listing is a method used by anthropologists to elicit concepts
that are part of a semantic domain for a group of people. Free list
activities begin by the interviewer prompting the participant to “list
all the kinds of X [the domain] you can think of” [6]. The inter-
viewer then follows up with additional prompts to clarify things
the participant has said and elicit additional concepts until the par-
ticipant runs out of concepts to list. The goal of free listing is to
gather data about the structure of a semantic domain and the re-
lationships between concepts within the domain, as understood by
the participants [55, 48]. In other words, the intent is to understand
the semantic domain from the participants’ perspective, not to im-
part any external structure onto what participants have said. Items
or concepts that are mentioned infrequently, or not at all, are not
considered to be part of the semantic domain according to partici-
pants [36].

Free list activities are unlike other semi-structured interview tech-
niques in that they elicit information about things which at least
“in principle have a right answer which is universally true”. Par-
ticipants in a free list activity should feel like they are discussing
facts about the world, “perceptions, not preferences” [7]. This is an
important distinction for our study, because folk theories arise out
of everyday experiences in the world [22]. Therefore, we used a
method to elicit participants’ knowledge and understanding of the
world within the semantic domain of interest to our investigation,
not their attitudes, opinions, or concerns.

The wording of the domain-specific prompt we used for our free
list activity was information that an activity tracker knows. This
prompt was specifically designed to elicit concepts related to the
data activity trackers collect, without priming participants to use
“data”-centric terminology or focus their attention other aspects of
activity trackers and data collection introduced by the researchers.
The prompt did not ask participants to speculate about what might
be possible for activity trackers to infer about users, instruct par-
ticipants to imagine things an activity tracker might know, or list
information that other people (instead of a device or system) might
be able to infer based on activity tracker data. We avoided prompts
that might encourage participants to speculate, because this could
prime them to think about something they had not considered be-
fore. We wanted to elicit their existing folk theories rather than
encourage them to develop new ones.

Free list activities often produce information that is incomplete or
ambiguous, because recalling all associations is difficult for partic-
ipants to do [8]. Most of our participants began by listing concepts
related to their knowledge of activity trackers in general, and as
the activity progressed they made more specific references to the
tracker that they personally used. We did not direct them to focus
on specific features or technical capabilities of their own particu-
lar activity tracker; rather, the prompt was intentionally general to
allow participants to describe using their own language what they
understood about the information that activity trackers collect. Af-
ter each participant finished making his or her initial list, the in-
terviewer read the list aloud which helped the participant to gen-
erate items they had initially forgotten to include [40]. Additional
follow-up prompts were used to clarify what the participant meant
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ID Age Gender Activity Tracker
P01 44 F Fitbit Flex
P02 27 F Polar Beat App w/heart rate band
P03 32 F Fitbit Flex
P04 48 F Fitbit (wristband)
P05 34 F Fitbit (unspecified)
P06 39 F iOS Health, Move Apps
P07 30 F Pacer App
P08 42 F Virgin HealthMiles Pedometer
P09 32 F Fitbit Charge HR
P10 38 F Fitbit Charge HR
P11 23 F Fitbit Charge HR
P12 39 F Fitbit One
P13 40 F Samsung S Health App
P14 24 M Fitbit Flex
P15 36 F LG Health App
P16 29 F Fitbit Charge HR
P17 24 F Google Fit App
P18 25 F iOS Health, MyFitnessPal, WeChat Apps
P19 25 M Argus App
P20 35 F Fitbit Charge HR
P21 40 F Fitbit Charge HR
P22 32 F Samsung S Health App
P23* 34 F Fitbit Charge HR
P24* 24 F Fitbit Flex
P25 34 F Fitbit (unspecified)
P26* 28 M Fitbit One, heart rate band
P27* 33 M iOS Health App
P28 24 F NexTrack App
P29 36 M iOS Health App
P30 25 M Fitbit (unspecified)

Table 1: Participant characteristics. ID numbers with an as-
terisk (*) indicate participants who were no longer using an
activity tracker at the time of the interview.

by the terms they listed (e.g., “What do you mean by X?” where
X was the term mentioned by the participant). After the free list
activity was complete, the interviewer asked the participant addi-
tional follow-up questions about the items they had listed, to elicit
associations between different terms participants mentioned, and
between the terms and tracker-related activities and use. For exam-
ple, a follow-up question frequently asked was, “Can you tell me
how you think it knows X?” (e.g., can you tell me how you think
it knows steps?). The “how” prompts allowed us to elicit partici-
pants’ understanding about dependencies and causal relationships
between different types of information collected by their activity
trackers. In the follow-up prompts, the interviewer took care to
refer to concepts introduced by participants using the same termi-
nology that they had used.

3.2 Participants
We recruited participants who were current or former users of ac-
tivity trackers, which we described in our recruiting materials as
wearable activity trackers and mobile sensors that automatically
count steps, like Fitbit or the Moves app. We included both wear-
able devices and smartphone apps in our sampling frame because
they are used for similar purposes (e.g., step counting) and collect
similar data (e.g., via accelerometers). We advertised our study
using snowball sampling on Facebook and email sent to a paid re-
search pool organized by our institution. The paid research pool at
that time consisted of about 3700 active users from the local com-
munity surrounding a large midwestern university. We combined
these two methods of recruiting to obtain a more diverse sample
in terms of geographic location [25] and demographic characteris-
tics [41]. Roughly 60% percent of our sample came from snow-

balling. Friends and family members of the researchers were in-
eligible to participate, as were undergraduate students, and anyone
who reported on the screening questionnaire that they had received
training or worked as a computer programmer, software engineer,
or in some other IT-related position. Folk theories of a variety of
technologies have been shown in previous research to differ be-
tween experts and non-experts [2, 19, 26, 34]; the folk theories of
experts are more complex and use more specialized vocabulary. We
excluded technology experts from our sampling frame because we
expected that they would be more familiar with how the underly-
ing technologies work. Also, expert users may view privacy self-
management differently than non-experts do. We also chose not
to recruit from enthusiast venues like Quantified Self forums or to
target early adopters, because we did not want to bias our sample
towards self-tracking experts who might be more knowledgeable
about how sensor data are produced.

Our sample consisted of 30 participants (80% female; mean age =
32.5; age range = 23–48) who lived in areas across the U.S. (e.g.,
Illinois, California, New York) in both urban and suburban settings.
Many were administrative assistants, homemakers, and worked in
research-related professions (lab managers, analysts). We also in-
terviewed participants who worked in healthcare, state services,
law and business development. Market research shows that women
are more likely to own an activity tracker than men [16], and also
more likely to volunteer to participate in research when online re-
cruiting methods are used [14, 32]. While our sample was primar-
ily female, we actively looked for evidence of differences between
men and women in our data, and did not find any. All participants
were current or former users of activity trackers. Eleven partici-
pants had been using a tracker for one or more years; six for 6-12
months, and four for 1-5 months. Nine participants did not report
how long they had used an activity tracker. Twenty to thirty partic-
ipants is a reasonable sample size for free list activities that involve
a small or well-defined semantic domain, according to Weller and
Romney [55]. Table 1 presents a summary of some of the charac-
teristics of our participants and the trackers they used.

More than half of our participants used wearable devices created by
Fitbit, which monitor activities ranging from step counts to sleep
patterns, and provide additional information about users’ activities
such as active minutes and calories burned. The Fitbit Charge HR
(the most popular among our sample) is distinct because it contin-
uously monitors a user’s active heart rate. Only two of the 19 par-
ticipants who used a dedicated activity tracker device did not use a
Fitbit. Eleven participants used an activity tracker app on their mo-
bile phones, without a separate wearable device. These apps use
sensors within the phones to track steps and other data. The Sam-
sung S Health app uses a similar technique as the Fitbit Charge HR
for measuring heart rate in which the user places her finger onto an
optical sensor (located besides the phone’s flash) and LED light is
reflected onto the skin to determine the rate of expansion and con-
traction of the user’s capillaries. We consider both dedicated ac-
tivity tracker devices and smartphone apps to be “activity trackers”
for the purpose of this study, because our participants self-identified
them as activity trackers, and because according to our participants
both perform similar functions and collect similar kinds of data.

3.3 Analysis
Interviews were digitally recorded and transcribed, and the tran-
scripts were divided into two files for analysis: one containing just
the initial free list activity and another for the remainder of the
semi-structured interview. We analyzed the free list transcripts us-
ing an iterative, inductive coding approach which identifies themes
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Figure 1: Histogram of the number of participants who men-
tioned each data type. The bars reaching beyond the dotted line
are data types that at least one-third of participants mentioned.

to address “relationships of similarity” [27]. We began by standard-
izing phrases or statements made by participants about the same
types of data so that we could generate counts of how many par-
ticipants mentioned each data type [55], as is typical for analyzing
free list data. While participants generally used similar words to
refer to similar data types, there were some differences. For ex-
ample, most participants talked about “movement”, but we also
coded terms like “vibration” (P16) and “jarring sensation” (P27)
as movement. Participants mentioned 40 different data types; the
mean number of data types they mentioned was 14.2 (SD = 3.86).
The most commonly mentioned data type was steps taken (27 out
of 30 participants); however, only 17 participants mentioned move-
ment, which all activity trackers record to some extent. Figure 1
shows a histogram of all of the data types participants mentioned.

In addition to coding for data types, we coded for statements that
participants made about how activity trackers come to know the
information. We standardized the verbs participants used to talk
about how the tracker knows, so that we could determine how many
participants used these concepts and analyze which verbs were used
in conjunction with the types of data that were mentioned. For
example, both P14 and P22 talked about how their trackers know
when they are engaged in a higher level of activity. The italicized
sections of the quotes below indicate the connection each partici-
pant is making between the verb and data type they mentioned:

If I’m moving frequently for 20 to 25, 30 minutes, I
think that gets tallied in the active minutes section.
(P14)

I mostly run on the treadmill. So when I use the run-
ning in my app, it’s not literally track[ing] the GPS so
it seems like I’m not running at all because it tracks
with the GPS. And so, this cannot be taken as moving,
so it’s not counted as moving. (P22)

The verbs in both of these examples, “tallying” and “counting,”
were standardized as “counting”. Overall, participants used 32 dif-
ferent standardized verbs to describe how the tracker knows differ-
ent types of information, and the most commonly used verb was
“tracking” (15 participants), followed by “inputting” (11 partici-
pants).

After the final data collection and coding, we constructed two sum-
mary matrices [28], one consisting of transcript excerpts containing
co-occurrences between different data types, and the other consist-
ing of co-occurrences between data types and descriptions of data
provenance. The matrices included only data types that were men-
tioned by at least 10 participants. We identified the data type(s) in
each excerpt, any relationships between the data types (e.g., one
information type being based on or calculated from another), and
descriptions of data provenance. We used this rich dataset to gen-
erate visualizations of the connections and dependencies between
data types, and identify higher-level patterns.

3.4 Limitations
The method and sampling frame we used have several limitations.
We had a small sample that was selected for diversity, not generaliz-
ability. This means that our findings cannot be interpreted as state-
ments about prevalence in a wider population of activity tracker
users. Also, our qualitative data come from retrospective self re-
ports. This is appropriate for the free list technique, but it means
that we did not observe participants interacting with their activity
trackers, or directly study the formation of folk theories as it hap-
pened. In addition, the data were collected by eliciting responses
to a specific prompt we designed for the free list activity. There
may be salient data types that participants did not mention due to
the wording of the prompt and follow up questions. In particular,
the choice to use a general prompt, and not to direct participants to
speculate, means that we can’t draw conclusions about folk theories
for what activity trackers might be able to infer. Finally, because
we did not ask about privacy concern as part of the free list activ-
ity, we can’t use these data to connect the folk theories to specific
concerns about privacy related to sensor data.

4. FINDINGS
4.1 Folk Theories about Types of Data
Our participants’ folk theories about sensor data collected by ac-
tivity trackers included three different categories of data types, dif-
ferentiated by how they believed their trackers were able to col-
lect or generate the data. These categories were not always techni-
cally correct compared with how activity tracker technology is ac-
tually able to generate the information provided to users, based on
user documentation available from activity tracker companies and
whitepapers about sensor technologies2. We first discuss relation-
ships and dependencies participants described between the types of
data they mentioned, and then use the pattern of dependencies to
2Fitbit, in particular, has extensive user documentation available on
its website, help.fitbit.com, accessed on June 10, 2017.
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illustrate the three higher-level categories of data that were present
in participants’ folk theories.

4.1.1 Dependencies Between Data Types
We identified dependencies between data types by focusing on state-
ments participants made that indicated one data type was based on
on another, for each data type mentioned by 10 or more partici-
pants. All data types participants mentioned are included in Fig-
ure 1; we focus here on dependencies between data types listed in
that figure having bars beyond the dotted line, from “steps” to “food
consumed”. For example, P17 explained the relationships between
the data types that allow her tracker to determine calories burned
(emphasis added):

I think, based on the metrics I’ve given it: My age,
height, weight, so it knows all that and then it calcu-
lates based on my average activity level, how many
calories I’ve burned for the day.

After identifying pairs of data types mentioned by each participant
and the direction of the dependency between them, we created a
network graph to visualize these relationships. This graph is pre-
sented in Figure 2. Arrows point from the antecedent data type
(e.g., weight) to the descendant data type (e.g., calories burned).
Only those pairwise relationships mentioned by at least three par-
ticipants are included in the graph. Thicker arrows indicate that
more participants talked about the existence of that relationship.
Common relationships included movement to steps, GPS to loca-
tion, and sensor to heart rate. Not all participants mentioned the
same relationships between pairs of data types. For example, 9
participants said that steps were based on movement; however, 18
participants mentioned steps alone, without another data type.

When participants described how an activity tracker might know a
certain type of information or described the relationship between
a pair of data types, they often used verbs to describe the nature
of the relationship. We created a second visualization (Figure 3)
depicting co-occurrence between the data types and the verbs they
mentioned. Arrows point from the verb to the data type, and the
thickness of the arrows represents how many participants used a
particular verb. For example, the verb “inputting” was used to de-
scribe how the tracker knows the user’s weight. The verb “track-
ing” was used in conjunction with 6 different data types (steps,
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Figure 3: The relationships between data types and the verbs
participants used to describe how the tracker records each data
type. Arrow thickness indicates the number of participants
who mentioned a connection between a pair of data types. En-
tered data types are blue, measured are green, and calculated
are red.

GPS, heart rate, location, sleep, activity level), indicating that par-
ticipants used this verb in a nonspecific way to refer to something
the activity tracker did to collect data. Some verbs were not used
consistently across participants. “Counting” was used to talk about
both steps (counting the total number of steps) and the user’s ac-
tivity level (what counts as an active minute). And, “calculating”
was used to talk about both steps (calculating the number of steps
for the day) and calories burned (calculating how many calories
burned). Participants also talked about trackers “having” GPS, and
“sensing” movement. Diagramming these verbs and dependencies
allows us to analyze the cause and effect relationships participants
described, and determine similarities between the data types partic-
ipants discussed. This reveals characteristics of their folk theories.

4.1.2 Three Categories of Data
We identified three categories of data types our participants dis-
cussed: entered, measured, and calculated data. These categories
emerged from the dependencies between data types mentioned by
our participants, and the different verbs participants used to con-
nect the data types. Table 2 shows all types of data that our partic-
ipants identified during the free list activity, separated by category.
Broadly speaking, entered data consists of data types that users
manually input into their activity tracker interfaces. Measured data
types are those participants described as being directly recorded,
standalone phenomena. Calculated data types are considered to be
generated based on other data types. These three categories are im-
portant for understanding participants’ beliefs about the kinds of
data collection their activity trackers engage in. We describe each
of the three categories below.

Entered Data: Twenty-eight of our 30 participants reported that
an activity tracker collects some information that users manually
input, by entering it into a standalone tracker app or an app associ-
ated with their tracker device. All entered data types had zero an-
tecedents (see the blue data types in Figure 2 that have no incoming
arrows), and participants talked about them using verbs that indi-
cated manual data entry. The entered data types include physical
characteristics like age, gender, weight and height.
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One entered data type that was mentioned by 8 participants, “start-
stop”, was not a characteristic of the user like weight or gender.
Instead, it marked a transition between one activity state and an-
other, such as being awake versus asleep. Participants talked about
“pressing” a button (P12, P15, P24, P25), or “setting” (P05, P29),
“turning on” (P05, P28) or “telling” (P01, P05) the tracker to enter
sleep mode or to start or stop tracking an activity like a walk or a
run. Only one participant mentioned entering information that was
not directly related to fitness tracking, like name and credit card
information. This is surprising, because activity tracker apps re-
quire users to create an account in order to use the service, and ask
for information like name, contact information, and in some cases
payment information as well.

Measured Data: All 30 of our participants believed that some data
types, like heart rate, movement, steps and GPS, are direct mea-
surements collected by the tracker. Measured data types are similar
to each other in that participants mentioned virtually no antecedent
data types in connection with them (incoming arrows in Figure 2;
measured data types are green), or referred to them as being auto-
matically detected by the tracker.

There are three measured data types in Figure 2, time, sensor, and
GPS, that have no incoming arrows, indicating that participants be-
lieved these were not based on any other data types. However, there
was some disagreement among participants about whether steps in
particular had an antecedent data type. P16 provides a typical ex-
ample of this:

And yes, it definitely guesses by vibration as well, or
by something like that, so it knows how many steps I
take per day.

In this and similar examples (e.g., P19 said his tracker “record[s]
leg movement”), participants were aware that steps are calculated
based on movement. However, across our participants, steps were
more similar to the other measured data types; almost twice as
many participants talked about it that way. Seventeen participants
did not mention an antecedent data type at all for steps, while
the other 9 participants who mentioned steps said it was based on
movement.

Calculated Data: Participants described calculated data types dif-
ferently from entered and measured data types; all were described
as having two or more antecedent data types. For example, in Fig-
ure 2, there are arrows from four different data types pointing to
calories burned. P23 showed a more sophisticated understanding
of this than most of our participants:

So steps would then translate into miles traveled or
some do specifically steps calculated and then they
don’t know, but they approximate calories burned, based
on who knows what algorithm.

P23’s perception that an algorithm is involved is actually fairly
technically accurate. For example, the Fitbit help pages say that
calories burned is “estimated based on the physical data you entered
when you set up your account: gender, age, height, and weight,”
and “the activity recorded by your tracker”3.

3https://help.fitbit.com/articles/en_US/Help_article/
1381 (accessed on July 10, 2017)

Measured Entered Calculated
steps 27 weight 17 calories burned 22

heart rate 24 contacts 16 distance 22
GPS 21 activity type 12 activity level 16
time 21 goals shared 12 sleep patterns 16

movement 17 water consumed 11 duration active 15
sensor 13 food consumed 10 stairs climbed 14

location 12 height 9 trends 13
elevation 5 calorie intake 8 goals met 12

sound 1 start-stop 8 milestones 8
age 7 speed 7

contact info 5 friend rank 5
goals chosen 5 route 4

gender 3 body mass idx 2
blood pressure 2 daily schedule 1

credit card 1
name 1

women’s health 1

Table 2: Number of participants (out of 30) who mentioned
each category and type of data. The categories and data types
emerged from the data, and were identified by the researchers
as described in section 4.1.

The four most common calculated data types were distance, calo-
ries burned, activity level and sleep patterns. Participants men-
tioned examples of calculated data much more frequently than mea-
sured or entered data, and were aware that these data resulted from
combinations of other data collected by the tracker. Fifteen out of
our 30 participants used the phrase “based on” to refer to the an-
tecedents of calculated data types.

These three categories of data types highlight ways that our partici-
pants explained and reasoned about the data collection capabilities
of their activity trackers. Some of these ways of understanding how
their trackers work can be learned through direct experience enter-
ing personal information. However, when it comes to measured
and calculated data, our participants could only rely on indirect ex-
periences, because they were unable to observe the more technical
aspects of how the trackers collect data. For example, whereas most
of our participants believed that heart rate is directly measured, in
reality it is inferred using optical heart rate sensors. These sensors
use LED light reflected from the skin to detect changes in blood
volume as a user’s capillaries expand and contract. Likewise, steps
are estimated using data from accelerometers, which record force
exerted by acceleration, usually in three directions simultaneously.
Both of these data types rely on algorithms to identify patterns in
the raw sensor data to separate out the signal from the noise and
estimate when a heart beat or step took place. To do this accu-
rately requires aggregated training data collected from many dif-
ferent people over time, doing different activities. However, our
participants’ folk theories included only a highly simplified repre-
sentation of this process. In the next section we provide further
explanation about how visibility is important for the development
of folk theories of sensor data.

4.2 Data Visibility Supports Folk Theories
Visibility into the origins of different data types was related to the
categories of beliefs about entered, measured, and calculated data.
Our participants’ perceptions of dependencies between data types
relied on evidence that they could see and verify directly for them-
selves; for example, by watching step counts increase while out
walking. An activity tracker’s user interface itself makes some data
dependencies visible, like the connection between increased step
counts and calories burned or active minutes. The things that partic-
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ipants directly and indirectly perceived influenced their reasoning
about how activity trackers collect data. This section presents find-
ings about ways that interacting with an activity tracker device and
app provides experiences that help users form folk theories about
what the tracker knows, and how it works.

4.2.1 Seeing Simultaneous Changes
As users see their step counts increase at the same time as other
data values in the tracker’s interface, they learn which data types
are related to each other. For example, steps and calories burned
increase together throughout the day; therefore, each step must be
connected with a certain number of calories burned. P07 described
it this way: “Really like however you walked, it shows how many
calories that you have burned.” Steps were also spoken about as a
unit of measure for other calculated data types, like distance and
active minutes. When P13 was asked, “you mentioned distance,
can you explain what kind of distance you mean?” she answered,
“Well, it goes in steps”. Three other participants also talked about
how steps are somehow converted into miles for the purpose of
recording distance traveled (P04, P08, P23).

Many activity trackers highlight so-called ‘active minutes’ in the
interface in order to provide feedback to users about how active
they are. P14 contrasted being “constantly on the move” with “just
walking around my kitchen or something” and said that his tracker
can tell the difference. If he “walk[s] quickly to and from a meet-
ing” those minutes “[get] tallied in the active minutes section” by
the tracker.

Many participants talked about ways that the tracker device or app
provided feedback about how much progress they had made toward
the goals they had chosen. For example, P04, P23, and P30 said that
their trackers vibrate when a goal is reached. Three participants
talked about how the app provided feedback in the form of a visu-
alization. P14 described how the interface looks as it changes over
the course of the day as he accumulates steps, to display progress
toward his step count goal:

And obviously once it gets to the end, I know I’ve had
my 10,000 [steps]. And the color kind of changes, so it
starts off as a dark blue and then it goes to a yellow and
then a green kind of once you’re really approaching
your step goal.

Notifications about goals met and indicators in the user interface
provide information that our participants noted as signaling cause-
and-effect relationships between the data types: calories burned in-
creases because steps are increasing, vibration was caused by meet-
ing a goal. These relationships are what participants described to
us when talking about how their trackers are able to know certain
types of data.

4.2.2 Direct and Indirect Perception
Characteristics of the activity being tracked assisted users in mak-
ing connections between their own experience and the data col-
lected about the activity. This is particularly clear when contrasting
steps with sleep patterns. Steps were described as “counted” or
“calculated”, while sleep patterns were “monitored” or “watched”.
Steps are a discrete action from the user’s perspective that are di-
rectly experienced [13]; sleep patterns occur when the user is not
awake and cannot compare what the tracker says with their own
perceptions. In other words, sleep was an activity “monitored” by
the tracker that participants found difficult to verify, because they
could not observe the quality of their own sleep for themselves.

Participants talked about both sleep patterns and steps as based on
movement. However, most participants were more skeptical about
what their trackers reported about sleep patterns than steps. For ex-
ample, P01 told us that she does not know how the tracker can tell
she is in REM sleep, saying she doesn’t know much about the “in-
ner workings” of the tracker, but that sleep tracking involves “more
variables than what you can sense on your wrist”. P09 said that
her “completely unscientific theory” is that the tracker can tell how
well she slept because it can tell when her arm stops moving and
when her heart rate drops. She was satisfied with this explanation
because, “it has never accidentally thought I was sleeping”. In other
words, she was confident in the behavior of the tracker while she
was asleep, because the experience she had with it when she was
awake led her to believe that it was working properly. However,
P05 had the opposite experience. She had observed her tracker
making the error that P09 said had never happened to her:

But a lot of times it’s not necessarily registering I’m
awake, when I have a kid whose head is right on top
of me and I refuse to move or something, and I’m just
laying there for an hour. Like, it’s not... So, I think it’s
doing movements.

There were in fact two participants who talked about tracking sleep
patterns more confidently. These participants had less sophisticated
trackers that required them to manually start sleep mode each night
if they wanted to track sleep patterns. For example, P24 said,

When I go to sleep, I have to double tap it and then it
records how many hours I sleep, and it also records my
movement in my sleep, so that it shows me when I’m
in deep sleep because I won’t be moving, and when
I’m restless throughout the night it shows on a little
graph.

These examples illustrate that participants were most confident about
the aspects of sleep tracking that happened while they were still
awake and could connect their perceptions to what the tracker was
reporting, and the least confident about the aspects that they could
not observe while they were asleep. Being able to connect the
state transition from tracking “movement” to tracking “sleep” with
something they could perceive directly, witness, or enact them-
selves (like seeing it change when they were very still, or manually
turning on sleep mode) made sleep tracking seem more believable.

4.2.3 Visibility of the Sensor
In talking about heart rate data collection, participants were focused
on the sensor—where it is worn, what it is doing, and how one can
see the sensor readings. Heart rate was more strongly connected
with the concept of a sensor than any of the other measured data
types. Having one’s heart rate measured during a visit to the doctor
is a common experience, and heart rate has a medical and fitness
interpretation that many people are already aware of. Many par-
ticipants referred to the physical part of the body where a tracker
with a heart rate sensor should be worn, which, as P09 described,
is worn “a little bit above your wrist, and it has a little sensor, it’s
like a green light actually”. P16 explained how her tracker is able
to know her heart rate:

The one that I have, the Charge HR, it measures your
heart rate based on your wrist. There’s a sensor that I
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don’t know the specifics of, that you wear one finger
away from your wrist. So it’s tracking your heart rate
there.

Twenty four participants mentioned heart rate, but only nine partic-
ipants said they used a tracker with a heart rate sensor. For example,
P04 used a Fitbit wristband that does not have heart rate capability,
but was aware that some trackers can do this:

But I do know, on the wrist, that some of them can
track your heart rate because obviously, that’s where...
If you’re going to the doctor’s office, that’s where they’re
checking your pulse at.

Heart rate and movement data present an interesting point of com-
parison regarding participants’ folk theories. Far fewer participants
mentioned movement than heart rate (17 versus 24). Heart rate sen-
sors are visible components of the device, because they must be on
the outside of the device to work properly. In contrast, accelerome-
ters, which collect movement data, are inside the device and cannot
be seen. If movement was mentioned, it typically only came up as
a way of explaining how the tracker was able to detect other data
types like sleep patterns, flights of stairs or number of steps. For
example, P27 said he was not sure about how the tracker could tell
how many flights of stairs he has gone up, but said there’s a “motion
sensor for kind of the jarring sensation that would be given by going
a single step”. P09 also mentioned the sensor in relation to flights
of stairs, and how she was unsure what kind of sensor allowed the
device to have this capability: “And so it’s obviously some kind of
sensor that’s just not in the other equipment [her previous tracker].”

It is as though these participants only knew about the “motion”
sensor because they were trying to reverse-engineer where the cal-
culated data values came from. However, being able to actually
see a part of the heart rate sensor component (e.g., the green LED
on the Fitbit Charge HR), or having to intentionally interact with
it to take a measurement (put a finger on the flash, as P22 talked
about with her Samsung Galaxy smartphone) makes the sensor it-
self more salient, making the data generated by the sensor more
salient as well. This difference in visibility of the sensor and the
perceptions about data provenance that visibility enabled was an
important differentiator for our participants between measured and
calculated data types.

4.2.4 Perceived Inaccuracy
Seventeen participants described noticing that their tracker counted
an activity differently than they expected. For example, P23 noticed
a discrepancy while applauding at a show:

I was at a show and I clapped and I saw that [the tracker]
was lighting up and then a friend of mine, who I was
there with, he had a fancier, I have just the one that
has lights, but his tracker actually, you could press the
button and see how many steps it was. And so then af-
ter the next song we clapped again, we looked before
we clapped the number of steps he had and then he
clapped, and then he looked again and it was higher.

This anecdote illustrates an observation made by other researchers [13,
43, 56] who have written about the experimentation that activity
tracker users engage in when they notice perceived inaccuracies in
their data.

The physical display on the wrist-worn Fitbit trackers is limited,
and can only display one piece of information at a time, typically
a count of a data type like steps, stairs climbed or calories burned.
People who wear trackers on their wrists, rather than in their pock-
ets or elsewhere, have more opportunities to notice the disparity be-
tween their perceptions of movement and the tracker’s step counts.
This is because the tracker’s display is more visible when worn on
the wrist. These participants talked about how noticing this dis-
agreement inspired them to assess the accuracy of their tracker’s
performance, and to speculate about how the calculated data are
produced. For example, P03 said that when she pushes the stroller,
she thinks the tracker is not “calculating” because she’s “not get-
ting any steps.” P20 also made a very similar comment: she said
that her tracker underestimates her activity when she is pushing the
stroller or holding the dog’s leash, because she isn’t swinging her
arm back and forth as much when doing those activities.

Perceived inaccuracies made visible by the device’s display en-
couraged speculations about discrepancies between how the tracker
works and participants’ subjective perceptions of their movements.
Experiencing these discrepancies provided opportunities for our
participants to incorporate additional information into their folk
theories about how their trackers collect data.

4.2.5 Manual “Recording”
Participants described using an input mechanism provided by the
tracker to enter information about the beginning and end of periods
of time taken up by certain kinds of activities, such as exercise or
sleep. By entering this data, users can mark a change from one state
of activity to another. These state changes indicating when activi-
ties start and end add a layer of context to a particular timeframe, in
which the tracker then uses the sensor data it collects to determine
active minutes or sleep rather than steps.

For example, many trackers offer users the ability to manually log
duration and type of activity. Similar to the automatically detected
active minutes, entering this information changes how the device
interprets data recorded during that time period from inactive, to
active. P15 talked about pressing the “record” button to enter a
mode that tracks “how far you went, and the calories you personally
burned, if you’re hiking”:

And then, there’s a little record button just like you
would have on your voice recording or whatever, if
you’re recording a video or whatever. And then you
just press it to stop which is pretty neat. (P15)

P28 talked about something similar, regarding turning on and off
the GPS so that:

...it’ll mark how far you’ve walked. And then when
you tell it to stop, it’s like, ‘Okay, well you’ve walked
one mile at this pace so you burned this many calories.’

In the above instances, the user provided information to the tracker
that marked a state transition from one category of activity to an-
other, enabling her to see a representation of the data calculated by
the tracker in the interface that matched her own awareness of and
intention for what she was doing at that time.

In addition to specifying periods of higher activity, some trackers
allow users to manually specify that they have entered sleep mode,
which changes the tracker’s interpretation of movements registered
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by the device from steps to restless sleep. P01, P05, P12, P24, and
P25 all described how they manually “double tap” the tracker (or
“hit it twice really fast”) to make it enter sleep mode. P01 said,
“You tell it when you go to sleep and you tell it when you wake up
and it tracks how you were sleeping.”

However, as, P05 described, this manual stopping and starting fea-
ture has some limitations:

So for sleep you have to set it, like you have to tell it.
So I’m inputting that. I’m turning it into sleep mode.
I’m turning it off of sleep mode. Although I forgot
to turn it off today till like one o’clock. But [laugh-
ter]... No, I did not sleep till one o’clock unfortunately,
I wish.

This form of manual data entry enables the device to collect a dif-
ferent kind of data for that time period, like a higher activity level
or calorie usage. Using an input mechanism to tell the tracker that
certain data should be interpreted as being related to a particular
activity helped participants to become more aware of what kinds
of data the tracker can and cannot collect, and when. By thinking
about data collection as something that must be started and stopped,
like turning on a recording device, it supports a more limited set of
expectations about what data the tracker can collect on its own.

5. DISCUSSION
Users are expected to self-manage their privacy by making choices
about consent for what kinds of data collection to allow. However,
they cannot do this effectively if they cannot reason about what
kinds of data collection and inferences are possible. Our study fo-
cuses on folk theories, because this allows us to understand how ac-
tivity tracker users think about their data, and therefore what their
knowledge and experience allows them to base their privacy-related
decisions on. Knowing more about their folk theories can help us
better understand the boundaries between what users can and can-
not reasonably consent to. Our design implications suggest ways
to encourage speculation and thereby broaden users’ folk theories,
which could help them to better self-manage their privacy.

Our findings indicate that folk theories of activity tracker data col-
lection arise from information provided in the interface, and from
users’ own perceptions of their activities. The folk theories we
elicited involved three categories of data: that which users enter
about themselves like age and weight, data that are measured by the
tracker like steps and location, and data that are calculated based
on other data like activity level, distance and calories burned. How-
ever, these folk theories about data types do not include other kinds
of information that might be inferred from the raw sensor data gen-
erated by activity trackers, but are not directly related to activity
tracking. In other words, the folk theories are constrained by what
participants use activity trackers for.

Conceptualizing steps as a discrete unit of measurement, for exam-
ple, supports reasoning about physical activity and fitness. But at
the same time, it prevents understanding that in order to identify a
step the tracker must engage in a statistical classification task. It
also prevents the realization that if movement data can be used to
count steps, other movements the tracker detects could be used to
count other kinds of actions. This means that activity tracker users
whose folk theories do not include movement as a measured data
type or who do not know that steps and sleep are estimates based on
movement are unlikely to be able to truly consent to the collection

of data types that are calculated based on movement data. Even a
belief that both steps and sleep patterns, two very different kinds of
activities, are based on movement did not inspire our participants
to speculate about other kinds of data that might be derived from
movement.

While our participants were inspired to speculate about some as-
pects of the collection of certain types of activity data, there seem to
be few opportunities presented by activity trackers for users to en-
gage in the kind of speculative reasoning that generalizing beyond
what the tracker was directly presenting to them would require. For
example, no one who mentioned GPS, location or distance said that
their tracker knows where they live, either as part of the initial free
list activity or during the follow up questions and probing. This
poses a problem, from a privacy perspective, for users considering
whether to consent to sensor-related data collection: if users’ folk
theories do not include a framework for reasoning about possible
inferences from sensor data, they cannot make informed choices
about which systems to use and what information they do and do
not want collected about them. However, our findings point to ways
that interfaces might be designed to induce the kind of speculation
and thinking that would engender the development of folk theories
that would be more helpful for privacy-related consent decisions.

5.1 Revealing the Context of Production
Activity tracker systems involve sensor technologies, devices, apps,
and cloud services that all play a part in transforming the raw sensor
data into information representing actions (e.g., steps) and physio-
logical processes (e.g., heart rate) that users can see and under-
stand. One important input into the folk theories of participants in
our study was experiences they’d had that provided visibility into
how data are produced, such as seeing step counts, active minutes,
and calories burned increase together in the interface, or noticing
inaccuracies. However, knowing there was a heart rate sensor and
seeing their heart rate in the interface did not help users in our study
to become more aware of how the device is able to determine their
heart rate. For example, only three participants talked about math
(P15, P21) formulas (P21), or in one case, an algorithm (P23) op-
erating on data that their trackers collected.

Raw data, or the direct output from the sensors in the activity track-
ers, does not have meaning by itself. It only becomes meaningful
after being processed and presented to the user, in such a way that
they can see themselves in their data [49]. This transformation is
work that the system does on the user’s behalf, so that they do not
have to track their activities and perform those calculations them-
selves. The interface between the user and tracker hides this work,
so that users are given no cause consider that step counts are not
raw data. For the activity tracker users in our study, raw sensor
data was not a salient aspect of information that an activity tracker
knows. This hidden work presents a challenge for supporting folk
theory development; because folk theories arise from people’s ex-
periences, users must be able to encounter or experience some as-
pect or evidence of this work for it to be incorporated into their folk
theories.

Vertesi et al. [50] wrote about the importance of knowing the con-
text of data production, or “how the data is crafted and acquired,”
in scientific collaborations. They emphasized that hiding the work
that goes into preparing scientific data for sharing outside the team
that produced it obscures the sociotechnical infrastructure that gives
it value and meaning. In an activity tracker system, sensors, raw
data, processing and other infrastructure are also invisible to the
users who interact with the final output in the displays of their ac-
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tivity tracker devices and apps. In packaging up raw sensor data
as activity data, the details of the context of production are left out
in order to allow the activity data to gain credibility, resulting in
processed data that seem more definitive and “true” than they re-
ally are. In other words, hiding the relationship between what the
system is doing and what the user sees prevents the user from de-
veloping folk theories about data as interpretations and inferences,
not absolute facts. Obscuring the ambiguity may help people be-
come more confident in the data, but it also prevents them from
speculating about what else it might be used to infer, and forming
folk theories that incorporate ideas about data processing, trans-
formation and dependencies. Information that is not incorporated
into people’s folk theories cannot help them to imagine potential
consequences of data collection, or reason about privacy-related
decisions.

5.2 Implications for Design
The seamless approach to the design of ubiquitous computing sys-
tems, as Weiser said, “focusing on the task, not the tool” [54], hides
uncertainty by replacing it with certainty [9]. However, Kay and
Kummerfeld [20] argue that systems should be scrutable, or under-
standable through study and observation. A scrutable system has an
interface that allows the user to see the “evidence source” and the
“interpretation processes” that produce the information that is con-
sumed. Bellotti and Sellen [5], in an early paper about designing
for privacy in ubiquitous computing systems, wrote about empow-
ering users by creating designs that provide feedback about these
invisible aspects. It may therefore be better for privacy to be less
seamless and more scrutable; to look for ways to reveal hidden
work and help users make connections between the data collection
and dependencies they are already aware of in the activity tracking
context, and other information that may be only indirectly related
to that context.

One challenge inherent to making the production of activity tracker
data more observable is that users may find the additional informa-
tion overwhelming and not know what to do with it. For example,
Rapp and Cena [39] found that people who had never used activity
trackers before participating in their study felt the data and graphs
the trackers provided were already “too abstract and removed from
what they were expecting”, not meaningful to them, and difficult
to engage with. However, our findings suggest several ways that
small design changes to the information provided in the tracker’s
interface might support the development of folk theories through
encouraging speculation about how the data are produced.

Seeing simultaneous changes to multiple data types in the app in-
terface (e.g., steps and calories burned) led to folk theories that
incorporated causal relationships between those data types. But,
participants needed a reason to be looking at the interface in the
first place in order to see the relationship between those data types,
and that reason is activity tracking. Presenting information about
other kinds of data dependencies that are related to but not directly
about activity tracking may be a minor departure from the user’s
main task that engenders speculation about what else an activity
tracker might know.

Many services based on sensor data periodically publish essays on
the company’s blog or website providing analysis of patterns in
the data generated by users of the service; Fitbit is one example
of this4. If activity tracker service providers were to incorporate
information comparing users’ data with aggregate statistics as part

4https://blog.fitbit.com/how-do-your-sleep-habits-
stack-up/ (accessed on July 10, 2017)

of the app’s interface, it could provide additional visibility into the
aggregation that underlies all of the data output that users interact
with. For example, when reporting sleep patterns, the app could
also present information like, “Your average bed time is 11:23 PM,
which is 20 minutes later than other users in your age group.” Alter-
nately, to promote awareness of the possibility that a user’s location
might be used to generate new data about semantic aspects of ge-
ography such as where the user lives, the tracker could display to
the user information about how far the participant went from home
that day while jogging (not just length of the run), or how far from
home their number of steps that day would have taken them. In a
more “creepy” vein [44], an activity tracker app might inform users
that “people who have restless nights that are similar to yours are
likely to be new parents.” Folk theories incorporating the kinds of
insights that can be derived through aggregation might allow users
to consider consequences like this when reasoning about possible
privacy-related effects of using sensor-enabled technologies.

Tracking an activity that users can’t directly perceive, like sleep,
led to doubt and speculation from our participants about how the
tracker could measure a phenomena like this. Sleep is unique in the
context of activity tracking, in that it is the only activity that is not
verifiable by the user while it is happening. However, other kinds
of activities that might be detected also have this characteristic, to
varying degrees. For example, Fitbit trackers began providing in-
formation about “stationary time”, or amount of time spent without
moving in a given time interval, to users in April 2016, after our
study was conducted. It may be difficult for users to pay atten-
tion to the absence of an activity, but trackers can do this easily. It
therefore might be possible to combine information about station-
ary time with GPS, and highlight data types in the interface like
time spent sitting at work, or in a moving vehicle. Making these
data visible could encourage users to think about how the tracker
defines “stationary time,” how the data are collected, how the lo-
cation categories are defined, and how different data types can be
combined to produce new data.

In tracker devices with an optical heart rate sensor, visibility of the
sensor component made the source of the data collected by the de-
vice more salient for our participants, and changed the way they
reasoned about the data. With the current trend towards making
trackers look less like fitness equipment and more like clothing ac-
cessories, making additional sensors more visible seems like an un-
likely possibility. However, perhaps there is a way to make the raw
data more conceptually tangible. It might be possible to quantify
aspects of the tracker itself, like the tracker quantifies aspects of
the person. Many personal computers include widgets and control
panels that present statistics about the “health” of the device, such
as available memory, temperature, fan speed, and uptime. Simi-
lar kinds of data could be calculated about the tracker device, or
about user interactions with the tracker. For example, data about
how many times the user has checked the tracker’s display in the
last week might make the device more salient to the user in ways
that are both informative and provide a focus on technical details
for users to speculate about and incorporate into their folk theories.

As others have found [13, 56], perceived inaccuracy prompts atten-
tion to aspects of how the data are collected. It may also present a
view into the statistical model that data like step counts are based
on. This was a powerful mechanism supporting speculation among
the users in our study about how their trackers counted steps and
measured sleep. However, this speculation only extended to data
types they knew the tracker was supposed to be collecting. Per-
ceived inaccuracy highlights uncertainty in the underlying machine
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learning models, and therefore is a direct way to encourage users to
notice and think about the context of data production. Folk theories
that incorporate concepts related to the production of data may help
users to reason about inferences and calculated data types.

Consolvo et al. [10] wrote that it is important for future research
to consider better ways to present uncertainty to the user, and to
understand its effects on user behavior. However, they also said
that this is challenging, because typical ways of presenting statis-
tical uncertainty are unlikely to be understood by most users. The
challenge for design to support folk theories of data collection is
how to provide information that helps the user connect the realiza-
tion that a tracker may be collecting some kind of data other than
steps, to specific other kinds of information or activities the tracker
might be able to detect. “Glanceable” displays on activity trackers
with a smart watch form factor traditionally have been focused on
presenting status updates related to activity over the past hour, goal
attainment, etc. [15]. But it might be possible to use the displays
to notify users about some of the uncertainty involved in activity
recognition, by using colors or shapes to indicate deviation from
the underlying statistical models.

Finally, manual “recording” of activities via state transitions that
are entered by the user, like activating sleep mode, are also a form
of data collection. These data give the tracker additional context
to use to interpret the raw sensor data collected during certain time
periods. The act of starting and stopping the “recording” also gives
the user more confidence in the accuracy of the data that are col-
lected about the activity. If the user were able to provide other kinds
of contextual information to the tracker, it could both help improve
the functioning of the system, and also help the users better under-
stand the context of production. For example, activity tracker users
could be given the ability to contribute data consisting of feedback
on the tracker’s performance. A “thumbs up” or “thumbs down”
might signal points at which they feel the tracker is particularly
accurate or inaccurate. Data like this collected over time and re-
layed back to the user in aggregate might provide visibility into
the messiness of the context of production and the work that goes
into estimating step counts, while also providing information that
users would find helpful for understanding when they can trust the
tracker and when they cannot, and that system operators would find
helpful for improving accuracy.

5.3 Implications for Privacy Self-Management
Design to encourage speculation about the context of production
of activity tracker data has implications for the formation of folk
theories about sensor data collection, and for helping users make
decisions about privacy self-management and consent. Folk theo-
ries are “ways of understanding” [12] that are based on experience
and help users of technologies make decisions [53]. In other words,
folk theories are cognitive structures that help users envision what
might happen based on what they already know. A folk theory that
includes knowledge about sensors and the kinds of data an activity
tracker records about the world, or the concept that the numbers
displayed by the tracker are estimates with a degree of uncertainty,
or that some data are produced by combining other types of data,
may help users to speculate and imagine different possible con-
sequences than a folk theory that involves certainty that steps are
directly counted.

This does not mean that folk theories need to be technically ac-
curate from an expert’s perspective. Kempton demonstrated in his
thermostat study that incorrect mental models about technology can
still be useful for decision-making; in his case, for making home

heating decisions [22]. It is not necessary for a user to understand
how an accelerometer works, or what the algorithm for identifying
a step is, to speculate that if step counts are estimates other kinds
of information may be estimated too. Speculation does not need to
produce accurate knowledge to be useful for reasoning about con-
trol over data collection and possible consequences. Folk theories
that do not help users reason about possible consequences beyond
health and fitness may not be helpful for making consent choices
about data collection in systems that involve inferences beyond the
direct context of use. Folk theories that involve speculation about
aspects of the context of production could provide better support
for informed privacy self-management and consent.

6. CONCLUSION
Sensor-enabled systems, like activity trackers, collect highly de-
tailed and personal data about users’ behavior. Because people are
expected to be able to self-manage their privacy regarding digital
information, it is important to understand users’ folk theories of
this sensor data collection, which help them reason about new sit-
uations and make decisions. Our findings show that users’ folk
theories are limited to the activity tracking context, and do not help
users reason about other kinds of data that might be collected or
used beyond activity tracking. Instead, activity tracker interfaces
obscure the complexity and uncertainty involved with producing
the data that are shown to users. By hiding the messiness of trans-
forming raw data into useful insights, the data that are collected
become more helpful for the user’s primary task (health and fit-
ness), but not useful for reasoning about privacy, which is at best a
background task.

Despite this, users have experiences with their trackers that open
them up to speculating about how their data are produced, and to
learning about connections between data types. While designs that
provide hints about some of the complexity may come with some
cost for the user, our findings suggest avenues for design that build
on speculation users are already engaged in, in ways that are pe-
ripherally related to current tracker functionality. Future work is
needed to further understand the connection between speculation,
folk theories about data collection, and user reasoning about pri-
vacy and consent.
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ABSTRACT 
The Security Behavior Observatory (SBO) is a longitudinal field-
study of computer security habits that provides a novel dataset for 
validating computer security metrics. This paper demonstrates a 
new strategy for validating phishing detection ability metrics by 
comparing performance on a phishing signal detection task with 
data logs found in the SBO. We report: (1) a test of the robustness 
of performance on the signal detection task by replicating 
Canfield, Fischhoff, and Davis (2016), (2) an assessment of the 
task's construct validity, and (3) evaluation of its predictive 
validity using data logs. We find that members of the SBO sample 
had similar signal detection ability compared to members of the 
previous mTurk sample and that performance on the task 
correlated with the Security Behavior Intentions Scale (SeBIS). 
However, there was no evidence of predictive validity, as the 
signal detection task performance was unrelated to computer 
security outcomes in the SBO, including the presence of malicious 
software, URLs, and files. We discuss the implications of these 
findings and the challenges of comparing behavior on structured 
experimental tasks to behavior in complex real-world settings.   

1. INTRODUCTION 
Maintaining security on a home computer requires knowing which 
security practices are most important [18] and implementing those 
practices, even when they may be inconsistent with users’ mental 
models of computer security [3, 43, 44]. Users are expected to 
keep their software up to date (both individual programs and their 
operating system), avoid suspicious links and attachments (i.e. 
phishing attacks), choose secure passwords, and install security 
programs (e.g. anti-virus). Many struggle to understand and 
follow all these recommendations, despite good intentions.  

Meanwhile, cyberattacks are becoming more varied and pervasive 
[39, 40], where about 1 in every 2,600 emails are phishing attacks 
(primarily targeted spear phishing attacks), resulting in losses of 
over $3 billion from business email compromise scams over the 

last three years [39]. Phishing attacks are no longer limited to 
email, but can occur over instant messenger, social media, or text 
messages [39]. Phishing is often used to introduce malware to a 
computer [37], resulting in prolonged risk. Although there are 
products to help protect users, none are perfect. For example, 
email providers use spam filters, browsers employ blacklists to 
block malicious websites, and security programs block and delete 
malicious files and software. In some cases, this requires user 
engagement, such as updating security programs (if automatic 
updating is not enabled). In other cases, such as browser 
blacklists, users have little control. 

Growing concern over phishing risks is driving the need for 
timely, cost-effective measures of individuals’ vulnerability. Such 
metrics might be derived from actual behavior or a dedicated test. 
Any metric faces three challenges: (a) it must differentiate 
between users’ ability (e.g. to detect phishing emails and maintain 
software) and the technology in place to protect them (e.g. spam 
filters and blacklists, automatic updates); (b) it must account for 
the low base rate of phishing attacks; and (c) it must be able to 
extrapolate from the observed circumstances to those where users 
are faced with actual attacks. A simple test with predictive 
validity could guide targeted interventions if it provided useful 
performance measures. 

Here, we demonstrate a new strategy for validating metrics, by 
triangulating performance on an experimental task with real-world 
system outcomes. The experimental task was developed by 
Canfield, Fischhoff, and Davis [4] (referred to as Canfield et al.). 
It extracts individual-level signal detection measures of phishing 
vulnerability and was demonstrated with an online mTurk sample 
[4]. We validate these measures using the Security Behavior 
Observatory (SBO), a longitudinal field study that provides 
detailed data on a community sample of computer users’ security 
habits over time [9, 10]. 

Signal detection theory (SDT), when applied to phishing 
detection, distinguishes between users’ ability to tell the 
difference between phishing and legitimate emails (sensitivity or 
d’) and bias toward identifying ambiguous emails as phishing or 
legitimate (response bias or c) [24]. SDT is more useful than other 
metrics, such as accuracy, because it accounts for the tradeoffs 
that people make between false negatives (missing phishing 
emails and potentially falling for an attack) and false positives 
(mistaking legitimate emails for phishing by deleting an important 
message or reducing the efficiency of email).  
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Here, we first replicate Experiment 1 from Canfield et al. with 
SBO participants in order to assess the robustness of their original 
(mTurk) results [4]. We then assess the construct validity of those 
performance metrics, in terms of correlations with self-reports on 
the Security Behavior Intentions Scale (SeBIS) [6]. Finally, we 
assess their predictive validity in comparisons with evidence of 
security vulnerabilities on their home computers. 

Canfield et al.'s task uses realistic email messages to elicit users’ 
detection ability and behavior. Their experiments found robust 
results across several experimental manipulations in mTurk 
samples [4]. As described below, the SBO sample is different in 
many ways, raising the question of how similar their performance 
will be. If it proves robust, one can then ask how strongly it is 
related to other computer security performance measures. 
Experimental measures are extracted under conditions where 
participants know that they are being observed, which may affect 
their behavior in various ways, including behaving so as to satisfy 
(or perhaps frustrate) perceived research goals [31, 35]. Here, we 
consider two such tests:  

 Construct validity [5]: how well the SDT measures correlate 
with another theoretically related (and validated) measure, 
the Security Behavior Intentions Scale (SeBIS) [6]; and  

 Predictive validity: how well the SDT measures predict 
actual behavior, tested by whether they improve the fit of 
logistic models for vulnerability to phishing attacks.  

We find some evidence of robustness and construct validity, but 
not for predictive validity. We discuss the ways in which that 
failure reflects on the measures and on the challenges of 
characterizing vulnerability in real-world settings, shaped by 
users’ behavior (regarding security and other matters) and their 
computer environment (e.g. browser, OS).   

2. BACKGROUND AND RELATED WORK 
The probability of users experiencing negative computer security 
outcomes (such as viruses) reflects both their vulnerability and 
their exposure [26]. The former includes their ability to detect and 
avoid threats (e.g. identify phishing emails), as well as their 
engagement in risky behavior (e.g. not updating software). The 
latter reflects their attractiveness as targets. We now review 
research on (a) measuring phishing detection performance and (b) 
determinants of vulnerability and exposure.  

2.1 Measuring Phishing Detection 
Performance 

There are two primary strategies for measuring users' phishing 
detection performance: subjective and objective. Egelman and 
Peer developed a subjective scale of Security Behavior Intentions 
(SeBIS), with four subscales: device securement, password 
generation, proactive awareness, and updating [6]. The proactive 
awareness subscale, which measures attention to URLs, has 
special interest for phishing vulnerability. Low scores on the 
proactive awareness subscale have been related to impulsivity, 
risk-taking, and dependence (i.e. relying on other people), 
consistent with the phishing detection literature [6, 34, 42, 47]. In 
a test of validity, Egelman, Harbach & Peer found that 
performance on the proactive awareness scale was correlated with 
respondents’ ability to detect a phishing website in a laboratory 
environment without priming (without telling them that they were 
being tested on that ability) [7]. The only way to determine 

whether it was a phishing website was to look at the URL. 
Although only 22 of 718 participants correctly identified the 
phishing website, their proactive awareness scores were 
significantly higher than those of the rest of the sample [7]. 

Objective measures assess users’ actual ability to identify 
phishing emails, rather than relying on self-reports of how well 
they do. They allow varying experimental conditions, to examine 
the effects of situational factors (e.g. perceived consequences, 
habits, stress) on phishing vulnerability [4, 41]. Canfield et al. 
estimated SDT parameters on an individual level by asking users 
to identify which emails were phishing in a set of 38 in an online 
test [4]. However, such tests are vulnerable to experimenter 
demand effects, where subjects do what they think they should do, 
rather than what they would normally do [27, 38]. 

Although controlled studies are cheaper and easier to implement 
than field tests, it is important to validate such measures against 
real world behavior. Ideally, one would send emails (both 
legitimate and phishing) to participants to determine how well 
their performance in the artificial test environment reflects their 
normal behavior. However, this is not always possible. It can be 
challenging to do high-fidelity field tests (i.e. without providing 
feedback on performance) without putting users at risk or 
incurring high costs. (Examples include Jakobsson et al. [19] and 
Kumaraguru et al. [20]). 

As an alternative to field tests, Sotirakopoulos et al. propose 
examining logs of user behavior [38]. The SBO is an ongoing data 
collection effort that collects such logs. Its wealth of data provides 
multiple ways to assess vulnerability and to account for other 
factors that might influence users’ experiences of negative 
computer security outcomes. Demand effects are expected to be 
minimal given that the study software is sufficiently unobtrusive 
that participants often report having forgotten that they were 
participating in the study. In a similar observational study, few 
participants reported altering their behavior in an exit survey [21]. 

2.2 Determinants of Vulnerability and 
Exposure  
Unsophisticated or careless users may escape harm if they seldom 
use their computers or avoid dangerous situations. Conversely, 
knowledgeable users may ward off most attacks, yet still succumb 
if they use their computers heavily or are valuable targets, subject 
to particularly effective attacks (such as spear phishing).  

Research suggests that user knowledge alone cannot compensate 
for the increased odds of exposure to negative computer security 
outcomes that come with increased use. Although research on 
phishing susceptibility has found that individuals with higher 
computer literacy are less susceptible to individual phishing 
attacks [36, 47], more computer-literate users tend to use their 
computers more frequently [2], increasing their chances of 
exposure to attacks and negative outcomes [22]. SBO research 
suggests that users’ engagement with security issues, as expressed 
in interviews, is not a good predictor of their security outcomes 
[10]. Lalonde-Levesque et al. also found that more technically-
savvy users are more likely to be exposed to malware threats [21]. 
Therefore, it is critical to control for exposure when assessing the 
relationship between phishing detection performance and negative 
computer security outcomes. 

Users may also experience more negative computer security 
outcomes because they engage in risky behavior, such as 
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frequently clicking on links in emails or not updating their anti-
virus software. In a survey of Dutch citizens, Leukfeldt found that 
while the OS type was related to malware, updated anti-virus was 
not [22]. While anti-virus software protection against social 
engineering and zero-day exploits is limited, one would expect 
protection against spam-type attacks using known malicious 
software. Our analysis assesses the relevance of this variable. 

3. METHOD 

3.1 Decisions in Phishing Scenarios (SDT) 
Canfield et al. [4] used a scenario-based approach [20, 34], in 
which participants reviewed emails of a fictitious persona, Kelly 
Harmon. Before beginning that task, participants reviewed the 
PhishGuru comic strip [29] to ensure that they had some 
knowledge of phishing and understood their task. They then saw 
one of two notifications of base rate: “Approximately half of the 
emails are phishing emails” or “Phishing emails are included.” 
Attention was a binary (0,1) measure, where 1 described 
participants who correctly answered 3 questions: “Where does 
Kelly Harmon work?”, “What is a phishing email?”, and an email 
that said, “If you are reading this, please answer that this is a 
phishing email.” 

Participants evaluated 38 email messages, half of which were 
phishing (adapted from public archives), in a random order. The 
base rate of phishing emails (50%) was much higher than in 
everyday settings (<1%) [39] in order to collect enough judgments 
without overburdening participants. We used the same stimuli as 
Canfield et al. [4] (available online at https://osf.io/7bx3n/). They 
ranged in difficulty from obvious phishing messages with typos to 
more sophisticated spear phishing attacks. For each email, 
participants answered the following questions:  
1. detection: “Is this a phishing email?” (Yes/No);  
2. behavior: “What would you do if you received this email?”, 

with multiple-choice options including “click link/open 
attachment,” “check sender,” “check link,” “reply,” “ignore 
or archive it,” “delete it,” “report as spam,” and “other” 
(following [36]);  

3. confidence: “How confident are you in your answer?” (50-
100%); and  

4. perceived consequences: “If this was a phishing email and 
you fell for it, how bad would the consequences be?” (Likert 
scale: 1 = not bad at all to 5 = very bad).  

We limited the replication to Experiment 1 in Canfield et al., 
which asked all participants to perform both the detection and 
behavior tasks. In Experiment 2, participants were randomly 
assigned to perform either the detection or behavior task. Canfield 
et al. found no significant differences in the SDT performance 
metrics between Experiment 1 and Experiment 2. Given the 
limited sample of SBO participants, having all participants 
perform both the detection and the behavior tasks maximized the 
precision of our parameter estimates. We also measured the time 
spent on the phishing information comic and median time spent 
on each email. Finally, we collected demographic information on 
gender, age, and education. 

We evaluated individual performance using signal detection 
theory (SDT), a mathematical method for characterizing users’ 
ability to distinguish phishing and legitimate emails (d’) and their 
bias toward perceiving emails as phishing or legitimate (c). The 
SDT measures capture the trade-off between hit rates (H, correctly 
identifying emails as phishing) and false-alarm rates (FA, 

incorrectly identifying legitimate emails as phishing) using an 
inverse normal transformation to convert the probability to a Z-
score: 

d’ = z(H) – z(FA) 
c = -0.5(z(H) + z(FA)) 

As described by Canfield et al. [4], we estimated SDT parameters 
for the detection (D, question (1) above) and behavior (B, question 
(2) above) tasks separately. Thus, we calculated four phishing 
vulnerability parameters, summarized in Table 1. 

Table 1. Phishing vulnerability parameters calculated using 
signal detection theory (SDT) for replication and validation of 
Canfield et al. [4]. 

Parameter Definition 
Detection Sensitivity 

(d’D) 
Ability to distinguish between 
phishing and legitimate emails. 

Behavior Sensitivity 
(d’B) 

Ability to distinguish between when 
to click on links and when not to. 

Detection Response Bias 
(cD) 

Bias toward identifying an email as 
phishing (negative c) or legitimate 
(positive c). 

Behavior Response Bias 
(cB) 

Bias toward clicking on links 
(positive c) or not (negative c). 

3.2 Security Behavior Intentions Scale 
(SeBIS) 

As part of their SBO tasks, 84 participants completed the Security 
Behavior Intentions Scale (SeBIS) [6]. The SeBIS has 16 
statements describing behaviors divided into four subscales: 
device securement, password generation, proactive awareness, 
and updating. Respondents rate on a Likert scale whether they 
never (1) to always (5) perform the stated behavior. Conceptually, 
the signal detection measures should be most closely related to the 
proactive awareness subscale, which includes five statements 
related to evaluating links, such as “When browsing websites, I 
mouseover links to see where they go, before clicking on them” 
and “I know what website I’m visiting based on its look and feel, 
rather than by looking at the URL bar” (reverse coded). 

3.3 Home Computer Security Outcomes 
(SBO)  

The Security Behavior Observatory (SBO) is an ongoing 
longitudinal study, gathering field data about home users’ 
computer security habits. SBO participants agree to install the 
project software on their personal computers to gather data on 
their Internet browsing, installed applications, processes, network 
connections, system events, and more. This software then securely 
transmits the data to the researchers. 

From these data, we measured three types of negative computer 
security outcomes: (a) visits to malicious URLs, (b) installed 
malware, and (c) presence of malicious files. Malicious URLs 
were identified using the Google Safe Browsing API [14] with 
participants’ web browsing (i.e. Internet Explorer, Chrome, and 
Firefox) and network packet data. Due to technical limitations 
with browser extensions, we were unable to collect data from 
other popular browsers, such as Microsoft Edge. However, those 
data were observed in the network packet data, which include all 
HTTP traffic for each webpage, making it a much richer source 
than the browser data, which only record webpage URLs. The 
average webpage has approximately 100 HTTP requests for the 
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HTML, CSS, images, ads, multimedia, JavaScript, Flash and other 
files that form a single webpage [17].  

We identified malware with ShouldIRemoveIt.com, which is 
designed to help users remove unwanted applications from their 
computer. We identified malicious files with VirusTotal.com, a 
subsidiary of Google that aggregates anti-virus scanners. For 
flagging software or files as malicious, we used a threshold of at 
least 2 scanners for ShouldIRemoveIt.com and at least 2% of 
scanners for VirusTotal.com. Using greater scanner agreement did 
not significantly change the results. Malicious files were 
identified across the entire computer, while malware was limited 
to installed applications. We assessed each outcome as a binary 
variable (where 1 indicates that the outcome was observed at least 
once and 0 indicates that the outcome was not observed), rather 
than a continuous one (i.e. number of negative outcomes) due to 
the high number of participants who had no negative outcomes 
(i.e. had never visited a malicious website or had no malware) and 
the potential unreliability of count data [23]. Participants varied in 
how much they used their computers, which as described above is 
related to the observation of negative outcomes. 

We constructed logistic regression models for each outcome 
following the logistic model construction strategy outlined by 
Hosmer et al. [16] for identifying potential predictors, defined as 
those with statistically significant univariate correlations with the 
outcomes. These potential predictors are described in the next two 
subsections. To avoid bias and maintain transparency, we 
preregistered the logistic regression models at the Open Science 
Framework (https://osf.io/jkhbv/) before combining the SBO and 
SDT experiment data [25, 28]. The analysis reported here differs 
from the proposed analysis in the preregistration due to our 
acquiring more SBO data. We also improved the analysis by: (a) 
eliminating repetitive measures (e.g. counts of social media 
domains), (b) implementing an automated process for identifying 
malware, rather than relying on manually coded items, and (c) 
adding malicious files as an outcome variable.  

3.3.1 Browsing exposure and risky behavior 
We identified 3 variables to describe browsing exposure. Each 
was calculated separately for the browser and network packet 
data. They were (a) total URLs/day, (b) unique URLs/day, and (c) 
domains/day. Each daily count was only for days that data were 
received from the participant’s machine.  

We measured risky behavior in terms of counts of clicked email 
links/day. We expected users who clicked on more links in emails 
to be more likely to visit malicious URLs. We assessed this 
activity in 2 ways: (a) URL tracking, for URLs that include “mail” 
or “email” after =, &, or ? (excluding email domains), and (b) 
source data, where the source URL was an email domain and the 
destination was not. The source data did not describe whether 
links were clicked from an email software client, such as 
Microsoft Office Outlook. For the network packet data, we could 
only use the URL tracking method (a), because source data were 
unavailable.  

3.3.2 Software exposure and risky behavior 
We measured software exposure as a count of total software, 
excluding updates, installers, and language packages.  

We sought to measure risky behavior with three variables: 
delayed software updates, days since Windows update, and third-
party security software (e.g. anti-virus, anti-malware). Delayed 

software updates on SBO participants’ computers is a count, 
ranging from 0 to 6, of the number of outdated popular software 
including Adobe Flash, Adobe Reader, Java, Internet Explorer, 
Chrome, and Firefox. A program was considered outdated if the 
participant’s computer had not updated to the latest version a 
week after it was released. Days since Windows update is the 
number of days since a Windows update was most recently 
installed. Thus, a low number suggests that the user has updated 
their Windows OS more recently. This measure does not capture 
why users waited to install updates (e.g. whether they actively 
delayed updates or did not see prompts). 

For third-party security software, we assigned a binary variable 
where 1 indicated that it was installed and error-free (see below) 
and 0 indicated errors or no software. Security software was 
considered error-free if it was in use for over 7 days, updating 
without errors, and scanning. In some cases, it was impossible to 
know if a security program met all these criteria because either it 
did not log the data or the log was not informative. In those cases, 
we used the available subset of these criteria. Thus, we assumed 
that installed security software was error-free unless there was 
evidence otherwise. We could examine the logs for McAfee, 
Malwarebytes, Webroot, Avast, Norton, Kaspersky, and AVG to 
assess their median days in use: 172 (M = 223, SD = 238). We 
could not assess updating for Avast or scanning for McAfee, 
Avast, and AVG due to missing or uninformative logs. 

3.4 Sample 
SBO participants were recruited from local participant pools and 
are predominantly retirees and college students. For this study, we 
recruited participants from among those who joined the SBO 
between October 2015 and February 2016, asking for volunteers 
to participate in “an online research study about email use.” In 
addition to their regular monthly SBO compensation, each 
received $20 upon completing our phishing detection experiment. 
Those who did not start the experiment were sent a reminder after 
9 days. Those who started, but did not finish, were sent a reminder 
after 9 days and again after another 7 days. SBO participants 
received higher compensation than mTurk participants ($20 vs. 
$5) to encourage a high response rate, given the limited pool of 
SBO participants. This study was approved by the Carnegie 
Mellon University Internal Review Board. 

3.5 Defining Successful Replication 
The replicability of Canfield et al. can be assessed in terms of the 
methods (also referred to as reproducibility) and results [13]. 
Canfield et al. made their original study materials and code 
publicly available1 and this paper follows suit to ensure the 
methods are reproducible (see Appendix). The following analysis 
is focused on assessing whether the results are replicable and 
robust to changes in the study sample.  

There is an ongoing debate regarding how to measure a successful 
replication [1, 8, 11, 29]. For this study, we assess whether the 
replication was successful in four ways:  

1. Comparison of effect sizes 
2. Consistency of the hypothesis test results 
3. Parameter space region ruled out by confidence intervals 
4. Combined analysis 

 
We (1) directly compare the point estimates or effect sizes of the 
SDT parameters for the original and replication study. First we 
qualitatively compare the point estimates, considering a 
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meaningful difference of a 10% change in the hit rate, or 
probability of detecting phishing emails as unsuccessful 
replication. For the SDT parameters, this is a difference of 0.3 for 
d’ and 0.1 for c. We then use a two-sample statistical significance 
test of the null hypothesis that the two studies were drawn from 
populations with the same effect size. The limitation of this first 
approach is that a conclusion that the study replicated based on 
the failure to reject the null hypothesis depends on the statistical 
power of the test, and thus sample size of both studies. Lower 
statistical power would lead to a higher frequency of conclusions 
that the study replicated even in the face of large differences, and 
high statistical power would lead to conclusions that the study did 
not replicate even if the differences in effect sizes were trivial.  

Our second test (2) assesses the consistency of the regression 
coefficients in the replication study with the null hypothesis that 
the regression coefficient is exactly zero. The p-value on the t-test 
of each regression coefficient provides this measure of 
consistency [45]. If the p-value is below the .05 alpha level, we 
conclude that the regression coefficient from the replication study 
is inconsistent with zero, and that the study successfully 
replicated. The limitation of this second approach is the opposite 
of the first, where lower statistical power would lead to fewer 
conclusions that the study successfully replicated even if the 
regression coefficient was large, and high statistical power would 
lead to more conclusions that the study successfully replicated 
even if the regression coefficient was small. 

Third, we assess (3) the region of the parameter space ruled out by 
confidence intervals. In the original and replication studies, we 
construct 95% confidence intervals. Each interval either does or 
does not cover the population parameter, and if we conclude that 
it does include the population parameter, then we will be wrong 
5% of the time (i.e. the population parameter falls outside the 
interval). Therefore, a successful replication would find similar 
conclusions about the population parameter (i.e. that the region of 
the parameter space outside the interval in the two studies is 
“similar”). We operationalize this similarity as having a non-
empty union of the two intervals, or that the intervals overlap. In 
other words, we judge that a study replicated the first if the two 
studies do not rule out all of the parameter space. This approach 
has the same limitations as the first, of always concluding 
successful replication with a low sample size, and never 
concluding successful replication with a large sample size. 

Fourth, we assess (4) a combined regression analysis. We 
assessed whether the replication was successful by combining the 
two studies into a single linear regression analysis. A successful 
replication is then drawing the same conclusion using the 
combined data as the original data. This analysis improves the 
power of the statistical tests due to the increased sample size 
achieved by combining the two samples. 

When considered together, these tests provide insight into whether 
the replication was successful. One of the primary challenges in 
assessing whether a replication is successful is accounting for 
Type II error (i.e. incorrectly accepting the null hypothesis). In the 
context of replication, this is the probability of incorrectly finding 
that the replication is successful, when in truth it is not.  In this 
study, the sample size of the replication is constrained by the 
existing SBO participant pool, which limited our ability to 
perform a higher-powered test and increases the chance of Type II 
errors. To account for this, we interpret a failure to reject the null 
hypothesis (i.e. finding that there is no difference in effect size or 

hypothesis test result) as a lack of evidence of a difference, rather 
than evidence that there is no difference.  Similarly, confidence 
intervals tend to be larger when the sample size and statistical 
power are lower, increasing the likelihood that our replication 
meets our definition of success. Therefore, it is critical to not 
over-interpret these results. Rather, this is a first attempt to use 
data logs for validation. As more data is collected, the strength of 
replication studies using this approach will improve.  

3.6 Analysis 
In the analysis that follows, we first reproduce the phishing 
detection experiment by Canfield et al. [4] to assess whether SBO 
participants perform differently than Amazon Mechanical Turk 
[32] participants (mTurk). We assess differences between the 
samples using t-tests (t), Chi-squared tests (χ2), and 2-sided Mann-
Whitney-Wilcoxon (W) tests where appropriate. Given the large 
number of statistical tests across disparate analyses, we generally 
use � = .01 as a threshold for interpretation, rather than applying 
separate corrections to groups of tests. We replicate the estimation 
of the SDT parameters and the linear regression analysis to 
determine any differences in which factors predict performance. 
In the regression analysis, with 11 independent tests and � =.05, 
we would expect to find at least one false positive (55% chance). 
Using � =.01 reduces this chance to 11%. However, using � =.01 
is conservative for Type I errors, but not Type II errors.  
Therefore, we interpret significance using � =.05 for the 
replication (where Type II error matters most) and � =.01 for the 
remaining analysis (where Type I error matters most). 

Second, we assess the experimental measures’ construct validity 
with the Pearson correlation between the SDT parameters and a 
validated measure of security intentions, the Security Behavior 
Intentions Scale (SeBIS) [6].  

Third, we assess predictive validity by whether the SDT 
parameters improve the fit of logistic models for predicting 
observations of negative computer security outcomes for SBO 
participants (i.e. observations of malicious URLs, files, and 
software). For each outcome, we construct a logistic regression 
model comprised of the SDT parameters and other predictors of 
exposure and risky behavior. This serves to test two hypotheses. 
We expect users who are more susceptible to phishing on the 
experimental measure to experience more negative computer 
security outcomes in real life. Thus, our first hypothesis is: 

H1: Users who are more susceptible to phishing in the SDT 
experiment (i.e. are less able to detect and avoid threats) are 
more likely to visit malicious URLs and have malware and 
malicious files on their computer. 

We test H1 using a likelihood ratio test, which compares goodness 
of fit for nested logistic regression models with and without the 
SDT parameters. The likelihood ratio test is the most efficient test 
of the null hypothesis that the SDT measures do not increase the 
likelihood of the data given the SDT measures [15, 16]. The 
second hypothesis we test is: 

H2: Users who use their computers more (i.e. have greater 
exposure) or engage in more risky behavior are more likely to 
visit malicious URLs as well as have malware and malicious 
files on their computer. 

We test H2 in the construction of the logistic regression models, 
following the procedure recommended by Hosmer et al. [16]. 
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4. RESULTS 

4.1 Sample 
We recruited 132 SBO participants to participate in the phishing 
detection experiment. Of those, 121 started the survey and 98 
finished (= 74% response rate). We excluded 5 participants who 
sent the SBO less than 7 days of data. The final sample (see SBO 
Sample in Table 2) represents 44% (= 93/213) of all the SBO 
participants at that time (All SBO in Table 2). As shown in Table 
2, the SBO sample was older, t(121) = 4.52, p < .001, Cohen’s d = 
0.69, and had a higher proportion of college-educated individuals, 
��(1) = 6.83, p = .009, � = 0.17, than did the mTurk sample in 
Canfield et al. [4].1 There was no difference in gender, ��(1) = 
0.05, p = .823, � = 0.01. Within the SBO sample, older 
participants tended to be better educated, in part because some of 
the younger participants were in college (thus had not finished 
their educations), r(92) = 0.37, p < .001. Our SBO sample 
resembled the wider SBO population on these variables (Table 2). 

Table 2. Comparison of mTurk and SBO demographics. The 
mTurk sample is from Canfield et al. [4]. 

Variable mTurk SBO Sample All SBO 
Female 58% 60% 61% 

Bachelors+ 45% 63% 58% 
Age 32 [19, 59] 41 [19, 81] 46 [19, 87] 
N 152 93 213 

4.2 Comparison of Experimental Results 
(Replication) 
There was little difference between how much attention the SBO 
and mTurk participants paid to instructions. Of the 93 SBO 
participants, 16 failed at least 1 of the 3 attention checks. Users 
who failed the attention checks were not excluded from the 
sample, but attention was included as a variable in the regression 
analysis in order to increase statistical power [30]. There were no 
significant differences in performance on the attention checks, 
17% failed for SBO vs. 10% failed for mTurk, ��(1) = 2.18, p = 
.14, � = 0.09. The median time spent on the introductory phishing 
information was slightly higher for the mTurk participants, SBO = 
0.74 minutes (M = 1.16, SD = 1.79) vs. mTurk = 0.95 minutes (M 
= 3.17, SD = 11.51), W = 5018, Z = 2.25, p = .02, r = 0.14. 

However, SBO participants, particularly the older ones, spent 
more time on the individual email stimuli. The median time to 
complete the experiment was 47 minutes, including breaks (M = 
59 min, SD = 49 min). This estimate excludes seven outliers, 
participants who appeared to stop working and leave the 
experiment open on their browser for 19 hours to almost 2 weeks. 
SBO participants spent more time per email, SBO = 0.94 minutes 
(M = 1.13, SD = 0.72) vs. mTurk = 0.48 minutes (M = 0.53, SD = 
0.24), W = 11850, Z = 8.88, p < .001, r = 0.57 in a Mann-
Whitney-Wilcoxon test. Within the SBO sample, older 
participants spent more time per email, r(92) = 0.46, p < .001. 

First, we assess whether the results of the SDT parameter 
estimation replicate. Since these are point estimates, there are no 
hypothesis tests to replicate. There was no evidence of significant 
differences between the mTurk and SBO samples on any SDT 
parameters, for either the detection or the behavior task, p > .05. 
However, the point estimates differ by 0.12 for detection c, which 

exceeds our meaningful difference threshold. When comparing 
the confidence intervals, the replicated point estimate is within the 
original study’s confidence interval for d’ and behavior c. For 
detection c, the replicated point estimate is outside of the original 
confidence interval, but the confidence intervals still overlap. In 
general, there is no evidence that the SDT estimates differ 
between the studies, although the evidence is weakest for 
detection c. Table 3 shows the mean statistics for the SDT 
parameters and accuracy (for comparison). Figure 1 shows the 
distribution of d’ and c for each task and sample.  There was no 
evidence of learning over the course of the experiment, as d’ and c 
were equal when calculated separately for the first and second half 
of the emails. This suggests that the performance parameters 
estimated in Canfield et al. [4] are not unique to mTurk and can be 
generalized to the SBO population, which was an older, 
potentially less tech-savvy group. 

We also replicated the regression analysis from Canfield et al. [4] 
to determine whether there were any differences in the factors that 
predicted phishing vulnerability for the two samples. Tables 4 and 
5 show the results for both samples to compare the results of the 
hypothesis tests. Figure 2 compares the 95% confidence intervals. 
In general, the SBO sample’s coefficients had larger confidence 
intervals, due to the lower sample size, but overlap the mTurk 
coefficients, suggesting no statistically significant differences. 
The results were largely the same, except for the following three 
differences.  

First, unlike Canfield et al.’s mTurk sample, confidence was not a 
significant predictor of response bias (c) for the SBO sample. We 
found no systematic differences in mean confidence between the 
two samples, M = 0.86 (SD = 0.08) for SBO and mTurk, t(181) = 
0.04, p = .97, Cohen’s d = 0.01. Second, age and education are 
predictors of c in the SBO sample, but were not in the mTurk 
sample, perhaps due to the higher variance of age and education in 
the SBO sample. Older participants seemed biased toward 
identifying emails as phishing (i.e. lower detection c). College-
educated participants seemed biased toward identifying emails as 
legitimate (higher detection c). Third, attention and median time 
per email were not significant predictors for the SBO sample, 
perhaps due to reduced variance, as SBO participants were more 
likely to fail the attention checks and spent more time per email.  

As also reported in Tables 4 and 5, the combined analysis is 
largely consistent with the original Canfield et al. experiment for 
sensitivity, but there are differences for response bias. Higher 
attention and higher average confidence predict higher detection 
sensitivity, consistent with the original Canfield et al. (p < .01). 
None of the predictors are significant for behavior sensitivity, 
consistent with the original Canfield et al. (p < .01). Higher 
average confidence, lower perceived consequences, and younger 
individuals tended to have a higher detection response bias, which 
differs from the original Canfield et al. study (p < .01). In the 
separate analysis, age is significant for the SBO sample but not 
the mTurk sample and average confidence is significant for the 
mTurk sample but not the SBO sample. Higher average 
confidence and lower perceived consequences are associated with 
a higher behavior response bias, which differs from the original 
Canfield et al. study (p < .01). In the separate analysis, the median 
time spent per email is significant for the mTurk sample and none 
of the predictors are significant for the SBO sample. 
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Table 3. SDT phishing vulnerability parameter estimates for mTurk [4] and SBO samples. 

 Detection Task (Yes/No)  Behavior Task (multiple choice)  
 mTurk 

M (SD) 
[CI] 

SBO 
M (SD) 

[CI] 

 mTurk 
M (SD) 

[CI] 

SBO 
M (SD) 

[CI] 

 Typical  
Range 

Sensitivity (d’) 0.96 (0.64) 
[0.86, 1.06] 

0.96 (0.66) 
[0.83, 1.10] 

t(191) = 0.01,  
p = .99, d = 0 

0.39 (0.50) 
[0.31, 0.47] 

0.42 (0.52) 
[0.32, 0.53] 

t(190) = 0.41,  
p = .69, d = 0.05 

0 to 4 

Response bias (c) 0.32 (0.46) 
[0.24, 0.39] 

0.20 (0.51) 
[0.10, 0.30] 

t(178) = -1.78,  
p = .08, d = 0.24 

-0.54 (0.66) 
[-0.64, -0.43] 

-0.62 (0.57) 
[-0.74, -0.51] 

t(216) = -1.07,  
p = .29, d = 0.14 

-2 to 2 

Accuracy 0.67 (0.11) 
[0.65, 0.69] 

0.67 (0.11) 
[0.65, 0.69] 

t(193) = 0.03,  
p = 0.98, d = 0 

0.56 (0.08) 
[0.55, 0.57] 

0.57 (0.09) 
[0.55, 0.59] 

t(179) = 0.99,  
p = .32, d = 0.13 

0 to 1 

 

 

Figure 1. Plot of d’ vs. c for each task and sample. The parameter estimates are bounded by the dotted lines, which represent 
extreme performance (no false alarms or no misses). There were no significant differences in performance between the mTurk (a, 
b) [4] and SBO (c, d) samples. 
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Figure 2. Comparison of regression coefficients with 95% confidence intervals (CI) for (a) detection d’, (b) detection c, (c) behavior 
d’, and (d) behavior c.  
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Table 4. Comparison of linear regression analysis of detection and behavior sensitivity (d’) for mTurk [4] and community (SBO) 
samples. The asterisks indicate statistical significance, where * is p < .05, ** is p < .01, and *** is p < .001. 

 Detection Sensitivity (d’D) Behavior Sensitivity (d’B) 
 mTurk SBO Combined mTurk SBO Combined 
 B (SE) B (SE) B (SE) B (SE) B (SE) B (SE) 

Intercept -1.32 (0.98) -0.97 (0.92) -0.96 (0.64) -0.09 (0.83) 0.61 (0.77) 0.19 (0.54) 
Sample (SBO = 1)   -0.04 (0.10)   0.15 (0.08) 
Knowledge of base rate 0.02 (0.10) -0.22 (0.14) -0.05 (0.08) 0.10 (0.08) 0.05 (0.12) 0.08 (0.07) 
Task order (detection = 1) 0.04 (0.10) 0.15 (0.14) 0.09 (0.08) -0.05 (0.09) -0.14 (0.12) -0.06 (0.07) 
Attention (pass = 1)  0.49 (0.18)** 0.33 (0.19) 0.40 (0.13)** 0.12 (0.15) 0.07 (0.16) 0.10 (0.11) 
log(Phish info time) 0.05 (0.04) 0.02 (0.07) 0.05 (0.03) -0.03 (0.03) 0.07 (0.06) 0 (0.03) 
Median time/email 0.48 (0.23)* 0.23 (0.11)* 0.21 (0.09)* 0.17 (0.19) -0.13 (0.09) -0.08 (0.08) 
Average confidence 2.23 (0.67)** 3.46 (0.87)*** 2.64 (0.51)*** 1.11 (0.57) 0.71 (0.73) 0.84 (0.43) 
Average perceived consequences 0.08 (0.08) 0 (0.10) 0.07 (0.06) 0.11 (0.06) 0 (0.08) 0.08 (0.05) 
log(Age) -0.22 (0.21) -0.40 (0.19)* -0.33 (0.13)* -0.33 (0.17) -0.16 (0.16) -0.26 (0.11)* 
Gender (male = 1) 0.11 (0.10) -0.09 (0.15) 0.04 (0.08) 0.06 (0.09) 0.15 (0.12) 0.10 (0.07) 
College (college degree = 1) 0.19 (0.10) -0.03 (0.16) 0.11 (0.08) 0.10 (0.09) -0.18 (0.13) 0.02 (0.07) 
N 142 84 227 142 84 227 
Adjusted R2 0.16 0.14 0.15 0.05 0.05 0.05 
F  3.71*** 2.37* 4.63*** 1.68 1.40 2.16* 

 

Table 5. Comparison of linear regression analysis of detection and behavior response bias (c) for mTurk [4] and community 
samples. The asterisks indicate statistical significance, where * is p < .05, ** is p < .01, and *** is p < .001. 

 Detection Response Bias (cD) Behavior Response Bias (cB) 
 mTurk SBO Combined mTurk SBO Combined 
 B (SE) B (SE) B (SE) B (SE) B (SE) B (SE) 

Intercept 0.06 (0.70) 1.31 (0.62)* 0.81 (0.46) 0.10 (0.87) -0.08 (0.81) -0.14 (0.58) 
Sample (SBO=1)   -0.12 (0.07)   0.13 (0.09) 
Knowledge of base rate 0.01 (0.07) 0 (0.10) -0.01 (0.06) 0.13 (0.09) 0.07 (0.13) 0.10 (0.07) 
Task order (detection=1) -0.01 (0.07) 0.18 (0.10) 0.01 (0.06) 0.11 (0.09) 0.12 (0.13) 0.08 (0.07) 
Attention (pass = 1) 0.08 (0.13) 0.07 (0.13) 0.07 (0.09) -0.19 (0.16) -0.13 (0.17) -0.13 (0.12) 
log(Phish info time) 0.01 (0.03) 0.04 (0.05) 0.01 (0.02) 0.01 (0.04) 0 (0.06) 0 (0.03) 
Median time/email 0.10 (0.16) 0.13 (0.08) 0.14 (0.06)* -0.70 (0.20)*** -0.10 (0.10) -0.17 (0.08)* 
Average confidence 1.81 (0.48)*** 0.62 (0.59) 1.30 (0.36)*** 2.38 (0.59)*** 0.93 (0.77) 1.92 (0.47)*** 
Avg perceived consequences -0.24 (0.05)*** -0.24 (0.07)*** -0.26 (0.04)*** -0.42 (0.07)*** -0.20 (0.09)* -0.36 (0.05)*** 
log(Age) -0.17 (0.15) -0.38 (0.13)** -0.27 (0.09)** -0.22 (0.18) -0.18 (0.16) -0.21 (0.12) 
Gender (male=1) -0.13 (0.07) 0.05 (0.10) -0.06 (0.06) -0.14 (0.09) 0.11 (0.13) -0.05 (0.08) 
College (college degree=1) 0.02 (0.07) 0.39 (0.11)*** 0.12 (0.06)* -0.13 (0.09) 0.18 (0.14) -0.02 (0.08) 
N 142 84 227 142 84 227 
Adjusted R2 0.18 0.27 0.21 0.39 0.07 0.25 
F  4.16*** 4.12*** 6.44*** 9.85*** 1.63 7.81*** 

 

4.3 Construct Validity 
We assessed construct validity as the correlation between the SDT 
parameters and the proactive awareness subscale of the SeBIS. 
One of the four SDT parameters, behavior c (i.e. how suspicious a 
link must be before the participant chooses not to click on it), was 
correlated with the SeBIS proactive awareness subscale, r(83) =   
-0.29, p = .008. None of the other SDT parameters had a 
correlation greater than 0.20. Thus, participants who reported 
looking at the URL before clicking on links (in the SeBIS) were 
also more cautious in the experimental task (behavior c). 

4.4 Predictive Validity 
For simplicity’s sake, we only report tests of predictive validity 
for the behavior task, as results for the detection task were similar. 
Below, we report our analyses separately for each of the four SBO 
computer security negative outcomes. 

4.4.1 Malicious URLs in Browser Data 
Browser data were available for 86 of the 93 SBO users. Most 
used Internet Explorer (66/86 = 77%), followed by Chrome (29/86 
= 34%) and Firefox (12/86 = 14%). Some participants used 
multiple browsers, so the percentages do not sum to 100%. In 
total, 9 participants (10%) had visited a malicious URL: 2 Internet 
Explorer users (2/66 = 3%), 4 Chrome users (4/29 = 14%), and 3 
Firefox users (3/12 = 25%).  

Table 6 shows our univariate analyses [16] for the relationship 
between each potential predictor and whether users had visited a 
malicious URL. Among these potential covariates, only 
domains/day was related to whether participants had visited 
malicious URLs. Therefore, it was included in the regression 
model, using a log transformation to normalize the observations.  

Users who visited more domains were more likely to have visited 
a malicious URL. Table 8 shows the regression analysis for the 
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browser data. Log(domains/day) was the only significant 
predictor. As seen in the likelihood ratio test (reported in the last 
row of Table 8), users’ SDT parameter estimates did not improve 
the model fit. This indicates that there was no evidence that ability 
to identify phishing emails in the experiment (as represented by 
the SDT parameters) was related to whether participants had 
visited a malicious URL in the browser data. 

4.4.2 Malicious URLs in Network Packet Data 
We also assessed visits to malicious URLs in the network packet 
data. There was much more network packet data than browser 
data (Table 6), since a single webpage is assembled from many 
network packets [17]. For 31 of 93 SBO users (33%), the network 
packet data indicated that they had visited a malicious URL. 
Univariate analysis [16] found that total URLs/day, unique 
URLs/day, and domains/day were related to having visited a 
malicious URL at least once. We then computed a factor analysis, 
which revealed that these covariates loaded on one factor, alpha = 
0.79. We called this factor browsing intensity and used a log 
transformation to normalize it. We then used that factor score in 
the regression model and likelihood ratio test reported in Table 8. 

The regression analysis shows that users with higher browsing 
intensity were more likely to have visited a malicious URL in the 
network packet data. In addition, there was an effect for gender, 
whereby men were more likely to have visited malicious URLs. 
This finding emerges after normalizing for exposure (in the 
regression analysis) and observing no correlation between gender 
and exposure, r(90) = .06, p = .57. This suggests that men were 
either more likely to visit malicious URLs in their browsing or 
worse at detecting malicious URLs in this sample. More research 
is needed to understand this result. In the likelihood ratio test, 
users’ SDT parameter estimates did not improve the model fit. 
Thus, there was no evidence to suggest that performance on the 
SDT experiment was related to whether participants had visited a 
malicious URL in the network packet data. 

Table 6. Descriptive statistics and factor analysis for the 
browser and network packet sensor predictors. 

Browser  Network Packet 

Median 
M 

(SD) Median 
M 

(SD) Loading 
Days 40 67 

(76) 
70 85 

(63) 
NA 

Total URLs 22 56 
(90) 

1,500 2,600 
(3,600) 

0.73 

Unique URLs 9 23 
(32) 

670 990 
(1,000) 

1 

Domains 
 

5 5.7 
(4.4) 

42 52 
(37) 

0.60 

% of Total Variance 63% 
Cronbach's Alpha 0.80 
 

4.4.3 Malware 
Most users had the Windows 10 operating system (53/92 = 58%), 
followed by Windows 8 (22/92 = 24%), Windows 7 (14/92 = 
15%), and Windows Vista (3/92 = 3%). 43 of the 92 (47%) users 
with installed software data had malware. For each operating 
system, approximately half of the users had malware.  

Table 7 shows descriptive statistics for viable software covariates. 
Univariate analysis [16] revealed that total software and delayed 

software updates were related to malware. However, the factor 
analysis found that these variables were only weakly related. 
When included in the regression model separately, delayed 
software updates were not a significant predictor, so it was 
removed from the model. Total software was normalized using a 
log transformation.  

Users who installed more software were more likely to have 
malware on their machine. As shown in Table 8, this variable 
predicted malware. Again, the SDT parameter estimates did not 
improve the model fit. Thus, there was no evidence that 
performance on the SDT experiment was related to observations 
of malware on a participant’s computer.   

4.4.4 Malicious Files 
Most users (84/93 = 90%) had malicious files on their computer. 
In the regression model, we used the same predictors as in the 
malware model, reported in Table 7.  

The regression analysis (Table 8) shows that users who had 
installed more software were significantly more likely to have 
malicious files on their computer. The SDT parameter estimates 
did not improve the model fit. Thus, there was no evidence that 
performance on the SDT experiment was related to observations 
of malicious files on a participant’s computer. 

Table 7. Descriptive statistics and factor analysis for the 
software predictors. 

 
Median 

M 
(SD) 

Loading 

Total Software 244 342 
(316) 

0.44 

Delayed Software Updates 2 2 
(1) 

0.44 

% of Total Variance 20% 
Cronbach's Alpha 0.33 

5. DISCUSSION 
In this study, we reproduced Experiment 1 from Canfield et al. [4] 
in a community sample (SBO). We assessed replicability in terms 
of the effect sizes, results of the hypothesis tests, confidence 
intervals, and combined analysis. In general, we found similar 
distributions of the SDT performance measures as in the mTurk 
sample, suggesting that there was no evidence of differences in 
performance between the two samples. However, although the 
performance of the two samples replicated (as defined in Section 
3.5), the regression analysis differed slightly, reflecting the 
differences between the samples in terms of age and education. 
This analysis suggests that a higher-powered study with a diverse 
sample is needed to assess demographic effects. However, the 
findings about confidence and perceived consequences are fairly 
consistent, suggesting that they may be useful parameters for 
future behavioral interventions and predictive metrics. 

We found some evidence of construct validity for the 
experimental behavior task, consistent with it measuring what it 
claimed. Participants with a greater response bias on the behavior 
task (cB), or tendency to treat uncertain emails as phishing, had 
higher scores on the SeBIS proactive awareness subscale, which 
elicits self-reports of attention to URLs. This suggests that 
participants were acting on their computer security intentions in 
the SDT experiment. The other SDT parameters were not 
correlated with SeBIS. This suggests that ability (d’) is not related  
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Table 8. Logistic regression models and likelihood ratio test (LRT) for each outcome. The LRT compares the full models shown 
above with the same models excluding the 2 SDT parameters. The asterisks indicate statistical significance, where * is p < .05, ** is 
p < .01, and *** is p < .001. 

 Malicious URLs 
(browser) 

Malicious URLs 
(network packet) 

Malware Malicious  
Files 

(Int) -6.43 (2.14)** -10.53 (2.83)*** -5.93 (1.71)*** -6.65 (3.71) 
Behavior Sensitivity (d'B) -0.06 (0.89) -0.33 (0.55) -0.09 (0.46) -1.59 (1.04) 
Behavior Response Bias (cB) -0.80 (0.74) 0.11 (0.50) -0.06 (0.44) -0.90 (1.22) 
log(Domains/day) 1.93 (0.77)*    
log(Browsing Intensity)  1.39 (0.38)***   
log(Total Software)   0.99 (0.31)** 2.58 (0.87)** 
Age 0.01 (0.03) -0.03 (0.02) 0 (0.01) -0.05 (0.03) 
Male 0.90 (0.81) 1.47 (0.55)** 0.07 (0.48) -0.64 (0.94) 
College -0.89 (0.95) 0.16 (0.61) 0.56 (0.53) -1.29 (1.29) 

LRT ��(2) =1.29, p = 0.5 ��(2) = 0.41, p = 0.8 ��(2) = 0.06, p =1.0 ��(2) = 4.12, p = 0.13 

     
to security intentions. The response bias (c) for the detection 
task measures participants’ tendency to identify emails as 
phishing or legitimate. Although this could have been related to 
security intentions, the behavior task better matched the SeBIS 
scale due to the higher consequences associated with behavior. 

We found no evidence of predictive validity for the SDT 
parameters for any of the four computer security outcomes in the 
SBO data: browser visits to malicious URLs and network packet 
data, malware, and malicious files. Thus, we reject H1. 
However, those four measures were robust enough to be 
predicted by other observation-based measures, as hypothesized 
by H2. SBO participants who used their computers more 
frequently were more likely to have experienced a negative 
computer security outcome. 

We offer four possible reasons why the ability to identify 
suspicious messages in the laboratory task did not predict the 
ability to identify similar suspicious messages in the real world:  

1. the experimental task does not evoke true phishing 
behavior,  

2. the experimental task evokes true behavior in an 
environment different from SBO users’ (i.e. lack of 
ecological validity),  

3. the SBO measures are confounded by other aspects of 
users’ complex real-world experience, or 

4. the SBO data are too noisy to reveal the underlying 
correlations without much larger samples. 

 
Explanation (1), that the experiment does not evoke actual 
behavior, seems unlikely, as the results of the experiment are in 
line with other phishing susceptibility research. For example, 
participants who perceived worse consequences were more 
cautious (negative c) [34, 42, 47]. Moreover, performance on the 
SDT experiment showed expected correlations with other 
variables, such as better performance being associated with 
greater security intentions (in the test of construct validity). 

Explanation (2), lack of ecological validity for the experiment 
environment, seems more plausible. One unrepresentative 
feature of the experimental task is that it has a 50% base rate of 
phishing emails, much higher than that in everyday life [34]. 
That higher rate seems likely to have influenced the SDT 
estimates. In a SDT study of baggage screening, artificially high 
base rates decreased c (i.e. encouraged participants to be more 
biased toward identifying items in baggage as suspicious), but 

had no effect on d’ (i.e. people’s ability to differentiate between 
suspicious and benign items in baggage) [46]. Analogous 
behavior here would have been a greater propensity to treat 
messages as phishing in the experiment than in life. A second 
feature of the experimental task is explicitly asking participants 
to evaluate each email for phishing, thereby priming them to 
detect attacks. Research by Parsons et al. [33] suggests that 
explicitly mentioning phishing artificially increases d’ but has 
no effect on c. Together, these studies suggest that our estimates 
of performance are better than what would be expected in real 
life. However, there is no obvious reason why these differences 
should affect users’ relative performance. Thus, we would 
expect users who are good at detecting phishing to perform 
better on the experiment than users who are bad at detecting 
phishing. As a result, the correlations across measures should be 
preserved. In other words, we would not expect users who are 
bad at detecting phishing in real life to be better at it in an 
experiment, compared to users who are good at detecting 
phishing in real life.  

Explanation (3), that the complexity of real-world environments 
(for SBO participants, among others) complicates the 
relationship between individuals’ general propensities (which 
the SDT metrics attempt to measure) and their actual 
experiences, is also compelling. As seen here, negative 
experiences (in the sense of visiting malicious URLs and having 
malicious files) are strongly related to the amount of exposure 
(as measured by browsing intensity and total software). Perhaps 
individuals’ exposure to threats overwhelms their ability (d’) or 
propensity (c) to avoid them.  Alternatively, the ability to detect 
phishing emails may not translate to users’ ability to avoid 
attack vectors in general. Thus, the effect of avoiding threats 
from phishing is washed out by all the other attacks that lead to 
malware and malicious files on users’ computers. Participants’ 
rate of negative experiences may also be related to their 
systems’ protections and their attractiveness as targets for 
attackers. Systems’ vulnerability is partially determined by users 
(e.g. abilities, knowledge) and partly by others (e.g. browser 
blacklists, security software). Unfortunately, even with the rich 
SBO data set, we lacked the complete picture needed to sort out 
these relationships. The SBO collects data on browser warnings, 
but there were very few observations. Examining browser 
warnings would allow observation of the URLs that users 
attempted to visit, rather than being limited to the successful 
ones that were not blocked by browser blacklists. In addition, as 
described in the Methods section, we were unable to measure 
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detections for all security software. Some of those programs, 
particularly free versions, do not record logs. Others have poor 
documentation. On those that do provide logs, we observed few 
detections. Given that security software use did not predict the 
presence of malware or malicious files and that more malware 
and malicious files were observed than were detected by 
security software, one possible explanation is that many SBO 
users were unable to configure and utilize their security software 
effectively. 

Finally, explanation (4), that the SBO measures are noisy, is to 
be expected for real-world observations. There were cases where 
data were missing (e.g. a sensor malfunctioned or was turned 
off) or ambiguous (e.g. multiple people using the same 
computer). As a partial check on one potential source of noise, 
we repeated the analysis after excluding computers with 
multiple users, but found similar results. If data problems are 
randomly distributed, then a larger sample might reveal 
underlying relationships. If they are correlated with individual or 
system performance, then those interdependencies will need to 
be understood and unraveled. 

Thus, validating predictive measures of phishing vulnerability 
(including SDT and SeBIS) requires a much more nuanced 
picture than we currently have of the relationship between 
individuals’ ability, propensities, and experienced outcomes. 
The predictive validity of any measure could be undermined by 
proper environmental safeguards or if people realize their 
vulnerability and restrict their behavior. Once available, a full 
picture of the SBO data may provide valuable guidance on these 
possibilities.  

5.1 Limitations 
This study had several notable limitations. First, it was limited to 
Windows users. The depth and breadth of SBO data collection 
requires custom software tailored to each OS. Due to resource 
constraints, the SBO is limited to Windows, the most common 
OS [9]. In the original mTurk sample [4], 84% of participants 
used Windows and performed similarly to other OS users. 

Second, although this study evaluates the generalizability of an 
existing method, it leaves some aspects of generalizability open 
to further study. Although the mTurk and SBO samples differed 
in some ways (Table 2), extension to other populations would be 
valuable. One within-sample result bearing further attention is 
the observation that men were more susceptible to phishing.  

Third, both the experimental task and the SBO study whether 
individuals visit a phishing website. That leaves open the 
question of when they share personal information once there. As 
noted, even the simpler outcome of such visits was difficult to 
measure in the SBO. We were limited by the data available in 
the Google Safe Browsing, ShouldIRemoveIt.com, and 
VirusTotal datasets. Thus, we missed attacks absent in these 
databases. In addition, we observed more negative computer 
security outcomes related to software (47% had malware and 
90% had malicious files) than to browsing (10% in browser data 
and 33% in network packet data). This lower rate may reflect 
limits to the lists of malicious URLs, which change over time. 
For example, a legitimate site may be compromised and only 
briefly appear on the Google Safe Browsing blacklist. Finally, 
some SBO data were missing for technical reasons, which 
reduced our ability to observe negative outcomes and correlate 
them with other measures.  

5.2 Recommendations  
Given the novelty of using data logs like those collected by the 
SBO to validate performance tests like those collected in 
Canfield et al., we provide recommendations for future work:  

1. To the extent possible, use behavioral outcomes that are (a) 
as directly related to the outcome of interest as possible and 
(b) rely on human ability without intervening technology. 
For example, measure attempts to visit malicious URLs 
(via browser warning data), rather than actual visits, to 
distinguish human ability from browser blacklist 
effectiveness. When possible, use security software 
detections of malware and malicious files to assess attempts 
to download malicious files. Technical constraints and lack 
of observations limited our ability to use these outcomes. 

2. Triangulate between multiple data sources (e.g. assessing 
both browser and network packet data), with an 
understanding of their respective strengths and weaknesses. 
For example, there are more network packet data, but 
browser data better reflect the URLs that users choose to 
visit. Beyond the analysis presented here, it may be 
possible to crosscheck events such as security software 
scanning with observed active processes on the machine. 

3. Consider the temporal sequence of events, such as how 
periods without security software protection affect the risk 
of acquiring malicious files. 

6. CONCLUSION 
We assessed the validity of the SDT measures proposed by 
Canfield et al. [4] in three ways: (a) replicating their mTurk SDT 
experiment with SBO participants, (b) assessing construct 
validity via correlation with the SeBIS proactive awareness 
subscale, and (c) evaluating predictive validity using negative 
outcomes observed in the SBO data. Our results suggest (a) that 
the findings from Canfield et al. [4] generalize to the SBO 
population and (b) the SDT measures have construct validity, 
given the correlation between participants’ self-reported 
tendency to look at URLs before clicking links (in the SeBIS) 
and their caution in clicking links in the SDT study (behavior c). 
However, we found (c) no evidence of predictive validity, as the 
SDT measures did not predict negative computer security 
outcomes observed in the SBO.  

One of the primary challenges for this analysis was 
differentiating between people’s ability to protect themselves 
(by knowing which URLs to avoid) and technical safeguards 
(such as browser blacklists). Future research, addressing this 
complication, will offer opportunities for laboratory and 
observational measures to complement one another in 
understanding the security ecosystem. 
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A. Open Data 
The data and code for this paper are available at 
https://osf.io/6dknx/. 
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ABSTRACT 
Phishing continues to be a problem for both individuals and 
organisations, with billions of dollars lost every year. We propose 
the use of nudges – more specifically social saliency nudges – that 
aim to highlight important information to the user when evaluating 
emails.  We used Signal Detection Theory to assess the effects of 
both sender saliency (highlighting important fields from the sender) 
and receiver saliency (showing numbers of other users in receipt of 
the same email).  Sender saliency improved phish detection but did 
not introduce any unwanted response bias.  Users were asked to rate 
their confidence in their own judgements and these confidence 
scores were poorly calibrated with actual performance, particularly 
for phishing (as opposed to genuine) emails.  We also examined the 
role of impulsive behaviour on phish detection, concluding that 
those who score highly on dysfunctional impulsivity are less likely 
to detect the presence of phishing emails. 

1. INTRODUCTION 
Phishing is a highly prevalent form of social engineering where an 
attacker steals sensitive information by sending fraudulent emails 
that purport to be from a trustworthy source.  Over time, phishing 
attacks have become both socially and contextually smarter, with 
the result that phishing continues to be a growing problem for 
organisations and individuals. In the best-case scenario, phishing 
results in lost productivity due to users deliberating over the 
authenticity of the email, but in the worst-case scenario individuals 
and businesses can suffer serious security, financial and/or 
reputation loss due to stolen credentials or leaked information. 

A large number of people fall for these phishing emails within 
experimental studies [25, 31, 38]. For example, McAfee’s Phishing 
Quiz [31] found that 80% of respondents (employees) fell for at 
least one phishing email – an alarmingly high percentage. A recent 
“in the wild” study showed that users do not only follow the link, 
they go on to provide their credentials to the website. This study, 
by Bursztein et al. [6], examined the effectiveness of phishing 

websites by analysing internet traffic through Google, and found 
that the most successful phishing web page resulted in 45% of page 
views converting into captured user credentials. However, not all 
webpage visits successfully converted to captured credentials, 
while an average conversion rate of 14% was found across all the 
websites they looked at. To deal with this issue, researchers have 
focused on two core strategies: either improving the filtering 
algorithms that can reduce the number of phishing emails that make 
it into users’ inboxes (e.g. [3, 9]) or developing interventions, 
mainly training and education, that help users identify fraudulent 
emails (e.g. [40]). Despite these efforts, both individuals and 
organisations continue to fall for phishing scams and billions of 
dollars are lost every year – the Monthly Online Fraud Report for 
January 2015 estimates losses of over $4.5 billion for 2014 [37]. 

In the current study, we focus on the second of these strategies, 
exploring interventions that might support the user in the detection 
of fraudulent emails.  In particular, we wanted to explore the effect 
of making the broader social context of the email more salient.  We 
did this firstly by highlighting the name of the sender along with 
the time the email was sent, recognising that genuine emails are 
typically exchanged during certain social or business hours; and 
secondly, by highlighting the number of people in an organisation 
or network that received that same email, recognising that genuine 
emails are targeted at specific individuals or groups, while phishing 
emails are more socially indiscriminate. 

2. Background Research 
As we have noted, attempts to deal with the phishing problem 
embrace both technical and human-centric solutions.  Technical 
solutions have generally focused on identifying suspicious 
websites, for example using browser plugins or identifying 
characteristic elements of a phishing email, e.g. [16].  Filtering 
algorithms can also bring improvements, e.g., [3, 9], however such 
phishing tools are not always accurate – some phish are missed and 
some genuine items are flagged as phish, i.e. there are problems 
with false positives and negatives [50].    

The human-centric solutions typically fall into one of three 
categories involving (i) educational or training interventions; (ii) 
new designs and visualisations that can help ‘nudge’ users to make 
better decisions and (iii) work that considers individual differences 
in decision-making.  Our work primarily addresses the latter two 
categories, but we will briefly consider some of the educational 
initiatives below. 
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2.1 Campaigns and Educational Interventions 
Users are unlikely to take effective action against phishing attacks 
unless they are both aware of the risks inherent in online 
communication and are also knowledgeable about the specific 
threats posed by dubious emails.  Indeed, researchers have shown 
that the perceived risk of cybercrime can moderate users’ 
willingness to take risks in a variety of online environments [36] 
and that the ability to evaluate deceptive cues was a major factor in 
online protection [22]. Further, users’ cybersecurity (i.e., phishing) 
knowledge is positively related to their attitude and intention 
toward adopting and using cybersecurity (anti-phishing) solutions 
[46]. It is unsurprising, then, that a number of educational 
interventions designed to improve user understanding of risk and 
knowledge of how to mitigate risk have been developed.  These 
interventions adopt a wide range of different training techniques 
that can include embedded training systems [28] motivational 
cartoons [29] and even games that raise awareness and train users 
for future encounters [41]. However, they have been met with 
limited success.  Users start with a very poor awareness of their 
vulnerability to being phished [23, 46] and may ignore the training 
altogether [8]. Added to that, the phishing emails become more 
sophisticated year on year - to the point where even security experts 
are unable to determine whether the item is genuine or not [18]. 

2.2 Behavioural Interventions 
When seeking to influence user behaviour, we must be mindful that 
people are reluctant to spend much time and effort engaging in 
protective privacy or security measures [24, 39]. Many 
cybersecurity interventions are unproductive and unhelpful in the 
sense that they take time and effort away from the users’ primary 
task.   This productivity argument is important, as employers often 
do not appreciate how much time is lost due to staff deliberating 
the legitimacy of emails. Of course, the costs to organisations can 
be much worse when employees get this wrong and when 
companies are then laid open to serious cybersecurity threats and 
can incur significant financial and/or reputation loss. 

However, we should also be aware of the vulnerabilities exhibited 
by users during the regular processes of communicating by email.  
Ferreira et al., [20] note that the principle of Liking, Similarity & 
Deception (LSD) rules in this context – as people simply tend to  
believe in what others do or say as a default, unless they have good 
reason to suspect something is really wrong or they find a particular 
behaviour is completely unexpected.  With this in mind, many 
researchers have turned to the principles derived from behavioural 
economics in order to design a range of seamless cybersecurity 
“nudges” (see [43]) or visualisations [10, 11] that help move the 
user away from this default position, so that they make better 
choices, but choices that do not require too much additional effort 
on their part.  Behavioural nudges are already popular in the privacy 
field, with successful examples being found in relation to reduced 
Facebook sharing [47] and improved smartphone privacy settings 
[1]. They are also becoming popular as cybersecurity interventions, 
e.g. in relation to the risks associated with the selection and 
installation of apps on mobile phones [10]. For phishing, the 
existing interventions typically seek to make the trustworthiness of 
the linked webpage more salient within the web browser.  For 
example, Chou et al. [12] proposed SpoofGuard, a toolbar that gave 
pages a Spoof Score to help the user evaluate the likelihood that the 
page is not genuine. This score is based on a URL check (whether 
URL appears to be genuine), an image check that includes logos 
(e.g. detecting that an eBay logo does not sit on a non-eBay.com 

domain), a link check (check that all links in the page point to the 
current or same domain), and a password check (if page requires 
password, then more scrutiny is needed).  An experimental system 
called CATINA [51] employed such an approach to obtain a 97% 
accuracy rate in recognising the phishing websites it examined, 
with a 6% false positive rate.  However, these technical approaches 
rely on a page being reported as a phishing site before they can be 
used. Other interventions have explored the effectiveness of 
browser warnings, including toolbars. This work has generally 
found warnings and toolbars ineffective (e.g. [48]) – in part due to 
the user ignoring them. However, further work exploring the design 
of the phishing warnings on browsers found that active warnings – 
those requiring an action from the user to be dismissed – were 
clearly more effective than passive warnings [17].   

Other behavioural interventions have focused upon email 
attachments, which pose a known security problem [14]. 
Polymorphic Dialogs have been proposed for opening email 
attachments where, for example, the order of the options might 
change regularly in order to prevent habituation (or automatic 
skipping), and a timer can be introduced that forces the user to study 
and evaluate other options [5].  However, unsurprisingly, such 
interventions can significantly increase the time taken to complete 
simple tasks – again, resulting in unacceptable productivity costs 
for the end user [2].   

There have not been many interventions to support the user in 
detecting the phishing emails themselves within the email client. 
The aforementioned Polymorphic Dialogue [5] is an example of an 
intervention built into the email client to deal with attachments, 
while PhishDuck [49] is another example of a client-based 
extension designed to deal with phishing links. When a suspicious 
link is clicked by users, PhishDuck displays a popup asking for 
confirmation of the action, and presents a suggestion that they may 
have intended to use a different link (e.g. paypal.com instead of 
paipal.com). A user study found that participants using the 
extension followed significantly less phishing links than those 
using the default email client warning message. 

Some email providers and clients will present warnings to users 
when discrepancies are detected. For example, Gmail displays a 
banner warning on the top of a message if the email claims to be 
from a Gmail address but has not been authenticated as such [44] 
and while this can be a very useful indicator, it only applies to 
emails from the same domain. The Mozilla Thunderbird email 
client also displays a banner warning at the top of the email 
message when (internal) discrepancies are identified [45], but also 
incorporates the use of a pop up warning requiring the user to click 
on a continue button if they click on any links within the message. 
Once again, this fall-back system relies on the automated detection 
of features within the message that earlier spoofed the spam filter. 
Finally, it is possible to set up Microsoft Outlook so that users are 
not able to click on links within emails, but must instead copy and 
paste (or retype) the URL directly into the web browser. However, 
this does not attempt to assess if the email is a potential phish and 
may result in non-discriminatory behaviour from the user to 
minimise productivity disruption. 

2.3 Individual Differences in Susceptibility to 
Attacks 
We already know something about the kinds of people likely to be 
most vulnerable in a phishing attack.  For example, females are 
more prone than males to misclassifying phishing emails as 
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genuine [25, 26, 29, 40]. Halevi et al. [23] found a relationship 
between neuroticism and susceptibility to phishing attacks and 
various work has found that extroverts, more trusting individuals, 
and those open to new experiences were more vulnerable to 
phishing attacks [25, 33]. In contrast, Pattinson et al. [35] reported 
that extraverts and individuals scoring high for openness managed 
phishing emails better, which they acknowledge as a counter-
intuitive finding, but also reported a marginal effect of impulsivity, 
with those scoring high for impulsivity showing greater 
susceptibility to phishing attacks, while Modic and Lea [33] hint at 
an effect of impulsivity by reporting that Premeditation (an item of 
their impulsivity scale) was the best predictor for scam response 
rate in their scam compliance survey. Finally, in a recent study of 
attitudes and behaviours online, Riek et al. [36] have also found an 
interesting relationship between user confidence, risk perception 
and the use of online services. Specifically, more confident users 
have a higher chance of becoming victimized, although they are 
also more able to identify cybercriminal attacks. This is in contrast 
with other work in phishing where a positive relationship has been 
reported between performance (identification) and confidence [7].  

In the current study, we have tried to explore nudges that can alert 
the user to the possible presence of a phishing email.  These are 
simple visual cues that build upon the social premise of a phishing 
attack – wherein a user is socially engineered to believe that the 
email comes from a genuine source (e.g. because the sender is 
known or the content of the email seems appropriate).  However, 
we go further in providing cues that make the social context of the 
sender more salient (highlighting the name and address of the 
sender, and the time the email was sent) and the social context of 
the recipient more salient (highlighting the number of other 
recipients of that email). We loosely based our two nudges on 
existing work from other security and privacy contexts, notably 
installation dialogues that highlight the vendor’s name [4] for the 
former and audience saliency from social media work [47] for the 
latter (see Section 3.1 for full details). 

We hypothesise that each of these should improve phish detection, 
but we also explore individual differences in user susceptibility to 
phishing emails, by measuring both functional and dysfunctional 
impulsivity [13] and user confidence in their own cybersecurity 
decision-making. 

3. Methodology 
In order to determine the effectiveness of the two nudges, we set up 
an online experiment via Amazon’s Mechanical Turk where 
participants were asked to view 18 emails (6 phishing, 12 real) and 
decide whether each email represented a genuine message or a 
phishing message. The emails were designed by the researchers but 
were modelled on real messages received within the previous 3 
months. The phishing emails, specifically, were faithful 
reproductions of emails that had been problematic (as reported by 
the I.T. department) within the university during that time period. 

3.1 Design 
The study had a 2 x 2 independent measures design. The first factor, 
sender saliency, was created by highlighting sender features on the 
email that included name, email address and the time the email was 
received.  This factor had two levels (highlighted, not highlighted).  
It was chosen, in part, to exploit the social nature of a phishing 
attack where senders may seem familiar [16] but in all likelihood, 
the normal “social hours” of that sender would be understood (e.g. 
it would be unusual to receive an email from a colleague or from a 

local organisation at 1am). Although the name of the sender can be 
spoofed, it is common of phishing emails to contain discrepancies 
between the name of the sender and the original email address. In 
essence, the sender saliency nudge also aimed to expose any 
discrepancies in the address field of the emails thereby reducing the 
likelihood that users would be lured into a false sense of trust. This 
nudge was modelled on similar security work on installation 
dialogues showing that highlighting the vendor’s details to direct 
users’ attention to potential discrepancies led to more secure 
behaviour  [4]. The sender saliency nudge could be easily deployed 
in an organisation or to individual users through an email client 
plug in or using a browser extension. 

The second factor, receiver saliency was created by informing the 
user of the number of people within their organisation that also 
received a version of the email. Again, there were two levels of this 
factor (receiver information present or absent).  This factor was 
designed to exploit the social context of emails, in that genuine 
emails are constructed for a particular audience or individual, 
whereas a spear phishing email from a compromised account may 
be sent to multiple unrelated recipients. Whilst we recognise that 
mass emails from popular services (e.g. PayPal) may be sent to 
multiple recipients, the content or lure often appears to be highly 
personal “Ms x, your account may have been compromised, so 
please click here to change your password”). If a user is alerted to 
the fact that a seemingly personal message has been sent to many 
colleagues, they may question the validity of that message.  The 
converse may also be true – i.e. if they receive a message that 
should, by its nature, have been distributed to whole organisation 
(e.g. using a standard mailing list) and yet they are the sole 
recipient, then again, they may re-evaluate the legitimacy of that 
message. This nudge was loosely based on the Picture Nudge [47] 
on Facebook demonstrating that unintended information disclosure 
could be minimised by alerting the users to the post’s target 
audience. In our case, we have reversed the paradigm where the 
user instead gets a visual measure of the message’s intended 
audience. The likely deployment of the receiver saliency nudge 
would be in an organisation where email data can be easily 
collected to inform the nudge’s numerical output.    

3.2 Participants 
A Human Intelligence Task (HIT) was posted on Amazon’s 
Mechanical Turk (MTurk) stating that we were looking for users 
willing to help out with an email-sorting task. Participants were 
given a flat fee of $0.45 for completing the task which had an 
average completion time of 10 minutes, mirroring the payment 
structure of other studies at the time. The inclusion criteria for 
taking part in the study were a minimum age of 18, a good level of 
English, and a Number of HITs Approved greater than or equal to 
50 (for quality purposes). Participants on mobile devices were 
excluded from participating to control the viewing experience of 
the emails.   

We set recruitment targets based on an a priori power analysis 
suggesting 279 participants for a medium effect, with a final sample 
of 281 participants then completing the task to the required standard 
(see Table 1 for details). No attention checks were employed in the 
experiment, but the data provided was inspected for validity in 
terms of the time spent on the task: The work from workers who 
spent two or less seconds on average per email was rejected and 
new workers were found to complete the study. Participants were 
randomly allocated to one of the four groups (sender salience cue 
present/absent; receiver salience cue present/absent).  
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Table 1: Participant demographics (F=Female; M=Male; 
U=Undisclosed). 

Nudge N Mean Age F M U 

None 
(Control) 65 34.5 29 34 2 

Sender 64 35.7 31 32 1 

Receiver 79 31.7 31 45 3 

Combined 73 32.3 20 52 1 

Total 281 33.6 111 163 7 

3.3 Materials 
The 18 emails were presented to participants as static images, with 
6 designed as the target phishing emails and the remaining 12 as 
genuine (see Appendix A.1). Phishing emails were (loosely) 
matched with genuine emails in terms of the time of day they were 
received and the percentages of colleagues flagged as also receiving 
the messages (receiver saliency nudge). This was done by matching 
six of the genuine emails with the features of the phishing emails 
(i.e. similar time of day they were received) while the remaining 6 
were chosen to reflect the overall established patterns of that set 
(e.g. most emails received during working hours). Note that this 
approach is rather conservative, in that we are deliberately reducing 
the simple effectiveness of our time of day cue as a signal of 
whether emails are genuine or not, but we are operating on the 
assumption that some genuine emails may reasonably be received 
at night (e.g. emails from another continent) and that by alerting 
users to time sent, we are encouraging them to check the other 
aspects of the email more carefully. 

 
Figure 1: Example phishing email showing both nudges – 

sender (highlights left) and receiver (box right). 

All messages were placed under an image of the Microsoft Outlook 
Ribbon bar (see Figure 1) to provide a frame of reference to 
participants.  The “to” field in each email was edited to show James 
Nicholas as the receiver and any personal or identifiable 
information within the email body was edited with generic 
information. 

The emails chosen for this study covered a basic range of possible 
senders and were matched across phishing and genuine messages: 
emails from well-known providers (e.g. Amazon, PayPal, eBay), 
emails from smaller organisations (Spotify, Eversure) and emails 
from individuals. We chose emails that contained links to websites 
as these are the most common type of phishing attack by volume 

[42] although in practice the nudges should work in the same 
manner with emails containing attachments. 

The website was hosted on our own server but the recruitment was 
facilitated through Amazon’s Mechanical Turk. 

We note that the phishing emails, modelled on problematic 
phishing emails received within the university, were designed to 
always present a cue as to their authenticity to overcome the 
limitation of having no active links: when the sender metadata 
(to/from/subject) did not show a clear discrepancy to allow an 
informed choice, the links in the body of the message were not 
masked or obscured (similar to previous work [7]). 

3.4 Measures 
The main dependent variable was whether the user classified each 
email as either genuine or a phish. This was a binary decision, but 
the time taken to make a decision (in seconds) on each email was 
also recorded, starting when the page loaded and concluding when 
the radio button for the decision was pressed. Finally, participants 
were asked to rate how confident they were with their own 
classification of the email as genuine or phish, using a drop-down 
menu with options ranging from 0% to 100% confident in 
increments of 10%.  

In addition, participants were asked to complete an impulsiveness 
personality questionnaire at the end. Impulsiveness has been linked 
with susceptibility to phishing emails in previous work (e.g. [28, 
35]). Despite weak associations, the trends reported are interesting 
enough to warrant further exploration of this aspect of personality 
in our study.  We used a reduced version of Dickman’s Impulsivity 
Inventory [13] and the final scale consisted of 6 items measuring 
functional impulsivity (acting without much forethought, to 
maximise efficiency), with an internal reliability of 0.670 
(Cronbach’s Alpha) and 6 dysfunctional impulsivity items (acting 
without much forethought, but with undesirable consequences), 
with an internal reliability of 0.856.  

3.5 Procedure 
The experiment was initially framed as an email-sorting task on the 
MTurk HIT, but once participants clicked through to the homepage 
of the study, they were given more specific instructions telling them 
they would be required to identify phishing emails. This initial 
deception was put in place to prevent the recruitment of individuals 
only interested in computer security. Once on the website, they 
were randomly assigned to one of the four experimental groups and 
given the task instructions: they must look through 18 emails that 
were received by a person called James Nicholas and classify the 
message as either a genuine email or as a phishing email. After each 
decision, participants then provided a confidence score for their 
decision and progressed to the next message. Once all messages 
had been classified they were thanked and given a code to enter on 
the Mechanical Turk page. Participants received their payment 
once their work was reviewed by the research team. 

4. Results 
4.1 Scoring 
The absolute user judgement of genuine/phish was scored in terms 
of classical signal detection theory, i.e. as a hit, a miss, a true 
negative or a false positive.  In our task, hit rate refers to phishing 
emails that were correctly identified as phishing emails. False 
positive rate (or false alarms) refers to genuine emails that were 
incorrectly identified as phishing. Signal detection theory was 
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developed to determine the sensitivity of a participant to the 
presence of a target (phishing emails) against a background of noise 
(genuine emails).  The discriminability index d’ is a statistic used 
in signal detection that provides the separation between the means 
of the signal and the noise distributions in units of standard 
deviation of noise distributions. d’ was calculated using the 
equation:  
 

d’ = Z(phish hit rate) − Z(false positive rate) 
 

Bias in decision-making (i.e. whether users tend to classify things 
as phish or as genuine, irrespective of accuracy) is measured via the 
Beta statistic (b). Beta, is a statistic that provides a measurement of 
the extent to which one response is more probable than another and 
is calculated using the equation:  
 

b = exp{d’ x C}, where C= ϑ – {d’/2} 
 

The two other measures generated by our design (and used in the 
calculation of Beta) are Miss Rate – referring to phishing emails 
that were identified as genuine emails and True Rejection Rate – 
genuine emails that were identified as such by the participant. We 
refer readers to relevant texts (e.g. [7, 32]) for further information 
on this method. 

4.2 Sensitivity to Phishing Emails 
We ran three independent t-tests on the sensitivity (d’) scores, 
comparing the control (no nudge) condition with the other 
experimental conditions (sender saliency nudge, receiver saliency 
nudge, and combined nudges).  Means for d’ in each condition are 
presented in Table 2.  
 

Table 2: Sensitivity d' (higher is better) for each nudging 
condition (range: -4.53 - 4.53). 

Nudge N Mean (d’) 

None (Control) 65 0.59 

Sender 64 0.98 

Receiver 79 0.87 

Combined 73 0.92 

Total 281 0.79 

 
These planned comparisons revealed a significant improvement in 
phish detection (d’) when sender saliency cues were employed 
(t(127)=2.080, p=.020) but no significant difference when receiver 
saliency cues were employed (t(142)=1.498, p=.068). We also 
found improved performance against the control when the cues 
were combined, i.e. when both sender and receiver salience cues 
were present (t(142)=1.667, p=.049). An additional t-test between 
the sender saliency and the receiver saliency cues reported no 
significant differences between the two (t(141)=.598, p=.551). 

4.3 Bias 
We compared the bias (b) score for each nudging condition against 
the control to determine whether the nudges influenced the 
likelihood of participants to respond “phish” or “genuine” 
irrespective of what was actually presented. Means for b can be 
seen on Table 3. 
 

Table 3: Bias b (low = tendency to select "phish", high = 
tendency to select “genuine”). 

Nudge N Mean (b) 

None (Control) 65 1.90 

Sender 64 1.47 

Receiver 79 1.87 

Combined 73 1.65 

Total 281 1.73 

 
Again, planned independent t-tests were made of the experimental 
conditions against the control.  There were no statistically 
significant differences when comparing the sender saliency 
condition (t(127)=1.439, p=.153), the receiver saliency condition 
(t(142)=0.100, p=.920), or the combined cues conditions 
(t(136)=0.773, p=.441) against the control.  Thus, the improved 
detection performance for sender salience and combined conditions 
noted above were not associated with any change in the 
participants’ bias in terms of a tendency to classify emails as phish 
or as genuine.  

4.4 Decision Time 
While participants’ sensitivity to phishing emails and their bias 
were the main variables under investigation, the time taken to make 
each decision was considered important in the light of the drive 
towards productive security solutions. The time taken to decide on 
individual emails ranged from 3 seconds to 117 seconds, with a 
mode of 9 seconds. We note that only 1.3% of decisions were made 
in 3 seconds, evenly spread across participants. Table 4 presents the 
mean number of seconds required to select a response per email. 
 

Table 4: Average time taken to make a decision on an email 
(seconds per email). 

Nudge N Mean (seconds) 

None (Control) 65 19.91 

Sender 64 20.28 

Receiver 79 18.18 

Combined 73 18.79 

Total 281 19.22 

 
We found no significant difference in time taken to make a decision 
when comparing each of the experimental conditions against the 
control, i.e. no difference for sender salience (t(127)=0.208, 
p=.836), for receiver salience (t(142)=0.975, p=.331), or for the 
combined condition (t(136)=0.725, p=.470).  Thus, the 
improvements in detection accuracy, presented above, do not incur 
a time penalty and should not lead to productivity losses. 

4.5 Calibration of Confidence 
We noted earlier the importance of well calibrated confidence in 
making risk decisions.  In this study, we measured user confidence 
in each email judgment and mean confidence ratings are given in 
Table 5, below.   
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Table 5: Confidence (%) indicated by participants per choice. 

Nudge N Mean (%) 

None (Control) 65 68.24 

Sender 64 69.63 

Receiver 79 69.89 

Combined 73 67.12 

Total 281 68.73 

 

We then constructed confidence calibration curves for both the 
phishing and the genuine emails. A calibration curve is a graph 
where subjective confidence of being correct is plotted against the 
actual performance (in this case percentage confidence is measured 
against percentage accuracy).  The curves are created by computing 
the mean accuracy of those items where participants have given a 
particular confidence score.  On each figure, the diagonal or identity 

line shows perfect calibration.  Any data points above this line show 
under-confidence and points below the line show over-confidence.  
To take one example, a data point that shows 80% on the x-axis and 
40% on the y-axis is showing that when we aggregate those emails 
in which the mean confidence rating is 80%, the mean accuracy rate 
for those same emails is only 40% (i.e. participants are over-
confident).  Thus good calibration would be indicated by data 
curves forming close to the diagonal or identity line and poor 
calibration would be shown by deviation from this line [30]. 

If we look firstly at the calibration curves for genuine emails 
(Figure 2) then we can see that under-confidence predominates – 
users are generally more accurate than they believe themselves to 
be.  However, there appears to be a linear trend, suggesting that 
greater confidence is generally associated with better accuracy and 
there is some suggestion that the two ‘nudges’ of cueing sender and 
receiver salience can act to improve calibration of confidence. 

Turning now to the calibration curves for phishing emails (Figure 
3) then we can see how poorly calibrated user confidence is for 
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Figure 2: Calibration Curve for genuine emails. The identity line shows perfect calibration with 
underconfident responses plotted above and underconfident responses plotted below. 

Figure 3: Calibration Curve for phishing emails. The identity line shows perfect calibration with 
underconfident responses plotted above and underconfident responses plotted below. 
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these items – with no overall sense that users are sensitive to their 
own ability to detect phish.   The improvements in phish detection 
that gave rise to the significant d’ score in the sender salience 
condition is reflected here in the solid line being associated with 
higher accuracy rates, but what is fascinating is that the cue that 
gives rise to improved accuracy cannot be harnessed to give users 
a better sense of how well they are doing in making this judgment.   

4.6 Impulsivity 
We used the scores on the Dickman scales to identify the top and 
bottom quartiles for both functional and dysfunctional impulsivity 
(i.e. we created four groups with approximately 60 participants per 
group and used the top scoring and bottom scoring groups for the 
analysis while discarding the middle two groups).  We then 
conducted t-tests to compare these groups and found no significant 
effect of functional impulsivity (again taking d’ as the measure of 
phishing sensitivity) (t(157)=1.348, p=.179). However, for the 
dysfunctional trait we found a significant difference in sensitivity 
to phishing emails between high and low scorers (t(142)=2.987, 
p=.003) where participants who scored high in dysfunctional 
impulsivity were relatively poor at detecting phish (d’=0.62) when 
compared to those with those who scored low on the trait (d’=1.13).   

These findings beg the question of whether or not the different 
nudges we have designed would be particularly effective as 
“protective measures” for those with dysfunctional impulsivity, but 
here we hit an analysis problem as we have not controlled for 
dysfunctional impulsivity in our allocation of participants to groups 
and so have a variable distribution of ‘dysfunctional impulsives’ 
across cells compounded by a relatively low n which makes us 
reluctant to undertake an inferential analysis.  For completeness, 
however, we give the sensitivity scores (d’) and standard deviations 
for each of the conditions in Table 6, below. 

Table 6: Phishing sensitivity (d’) by condition for high and low 
impulsives. 

Nudge N High dysfunctional 
impulsivity d’ (s.d.) N 

Low 
dysfunctional 
impulsivity d’ 

(s.d.) 

None 
(Control) 14 0.15 (0.97) 12 0.67 (1.08) 

Sender 15 0.98 (1.17) 11 1.12 (0.63) 

Receiver 16 0.58 (1.25) 15 1.60 (1.07) 

Combined 19 0.79 (1.21) 21 1.19 (1.44) 

   Finally, we found a significant difference between those scoring 
high vs. low on dysfunctional impulsivity on the time taken to make 
decisions, using a non-parametric Mann Whitney U test due to the 
non-normal distribution of data (U=1803.5, p<0.01). High 
dysfunctional impulsives made faster decisions on average (mean 
= 15.90s) than low dysfunctional impulsives (mean = 18.27s). 

5. Discussion 
The purpose of this study was to evaluate whether we can use the 
social context of sending and receiving emails to improve 
participants’ ability to detect phish. We highlighted information 
about either sender (name, email address, and the time the email 
was sent) or receiver (number of people in the organisation who 
received the email) as two means of nudging people to think more 
carefully about the communicative context of the email.  These two 
nudges individually and in combination were tested against a 

control where users were simply shown the email in its original, 
non-altered format. 

We found that improving sender saliency led to better phish 
detection when compared with a control and that sender and 
receiver nudges used in combination also improved performance, 
although there was no real sense of any added value from the 
receiver nudge.  The improvements were not associated with any 
overall bias in terms of participants’ inclination to decide “phish” 
or “genuine”.  We also found that participants were under-confident 
in their decisions when presented with genuine emails, but were 
over-confident when presented with phishing emails.  Finally, we 
found that participants who scored high on the trait of dysfunctional 
impulsivity [13] were less accurate in identifying phishing emails 
and made faster decisions than those scoring low for the trait.  
These results are discussed in more detail below. 

5.1 Performance with Nudges 
The sender saliency nudge presented alone and in combination with 
a receiver saliency nudge improved phish detection over the control 
condition. In other words, the simple act of highlighting fields that 
are already present in an email – sender’s name, email address and 
time sent – was an effective means of improving user security – a 
finding that is consistent with other work that suggests persuading 
users to attend to such information can help users with phish 
identification [16].  Users already rate these features as important 
for identifying phishing emails, with 95% of lay participants 
reporting that they use the “from” field to pick out discrepancies 
between email and sender name [15]. However, it seems that this 
knowledge is not being applied in practice – even under those 
circumstances where participants had been instructed to look for 
phishing emails. We should also note that the email address field is 
by default hidden in several popular email clients. For example, on 
Gmail’s web interface a user is required to hover over the sender’s 
name in order to bring up the email address (after a few seconds’ 
delay), and in Microsoft Outlook the user has to perform a number 
of steps in order to be able to see the origin email address. These 
practices are unlikely to help users in spotting discrepancies in 
emails and should be avoided. 

Our results show that participants using the receiver saliency nudge 
(i.e. indicating how many other people were in receipt of the email) 
did not perform significantly better than participants viewing the 
email without nudges (control). It is possible that the wording used 
for the receiver saliency condition – highlighting the percentage of 
“colleagues” who also received the email – was not descriptive 
enough for participants, and a more detailed approach similar to 
that employed by Wang et al. [47] where specific individuals are 
named may work better. However, the privacy implications of such 
an implementation in an organisation should first be considered.  

We did not find any associated effect on bias (i.e. participants were 
no more likely to select “phish” overall when nudged, irrespective 
of whether the email was or was not genuine).  This is important, 
as nudges that simply make people more or less conservative 
overall (without improving sensitivity) could have unfortunate 
consequences, leading to either the rejection of genuine emails or 
the acceptance of fraudulent emails. 

5.2 Confidence in Phish Detection 
Parsons et al. [34] have shown that participants are more accurate 
at identifying phishing emails when they know they are taking part 
in a phishing experiment.  However, our participants were rather 
poor at phish detection, and more worrying, were not well 
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calibrated in terms of the confidence they placed in their own 
judgements, further supporting previous work emphasising the 
importance of self-confidence when identifying phishing emails 
[7]. In other words, there was a discrepancy between subjective 
confidence and objective performance when classifying emails and 
this discrepancy seemed particularly problematic for phishing 
emails, where participants were generally poor at detecting phish 
(i.e. showed lower accuracy levels) but were overconfident that 
they made the right decision.  On the other hand, for genuine 
emails, participants showed better calibration in confidence scores, 
although showed an overall pattern of under-confidence.  This 
finding is interesting and is probably worth pursuing further. It is 
conceivable that users employ different cues for the detection of 
genuine emails than they do for the detection of phish but we would 
need to explore this issue in future studies.  For the moment, we 
might note that good calibration of confidence essentially depends 
on both the amount and the strength of the evidence available in 
supporting the choice [27].  For phish decisions, users have 
relatively poor sources of evidence available and this is likely to be 
compounded by their inability to assess the quality of that evidence.  

5.3 Impulsivity and Phish Detection 
Previous work has suggested that impulsivity may play a role in 
phish detection. For instance, less impulsive people have been 
found to manage email better (i.e. spot phishing more efficiently) 
than those scoring high for the trait, based on the Cognitive 
Reflection Task [35]. It should be noted, however, that this result 
pertained to participants who were aware that they were taking part 
in a phishing task (i.e. were vigilant). Kumaraguru et al. [28] also 
found a trend where participants with lower Cognitive Reflective 
Task scores (i.e. with higher impulsivity) were more likely to click 
on phishing emails, although in this case the trend was not 
statistically significant.   

Our results are consistent with these findings, but here we have 
used Dickman’s distinction between functional and dysfunctional 
impulsivity, finding that only the dysfunctional scale is associated 
with poor phish detection.  What is encouraging, is that our sender 
saliency intervention would appear to be effective even for those 
with low impulsivity (Table 5) however we have been reluctant to 
conduct any inferential statistics on these data as the power would 
be rather low, given the relatively small cell sizes and of course we 
have not systematically controlled for levels of impulsivity across 
the intervention conditions.   

5.4 The Use of Signal Detection Theory in 
Phishing Research 
In the past, phishing research and email classification in general 
typically analysed results using separate measures for success rate 
and false positives (e.g. [40]) or simply an accuracy measurement 
(e.g. [14, 19, 21, 28, 35]). This results in a simple ratio that indicates 
how comfortable users are identifying phish but neglects false 
alarms (i.e. incorrectly classifying a genuine email as a phish).  Yet 
false alarms are becoming a concern for organisations as they are 
associated with productivity and/or business losses that arise when 
staff ignore legitimate emails. Additionally, simple measures of 
success that ignore decision bias are also problematic as changing 
the tendency to classify emails as phish or genuine irrespective of 
their actual legitimacy is not the target outcome.  

Signal detection theory accounts for both false positives and 
response bias with the two main measures of sensitivity (d’) and 
bias (b). We have shown in this paper how applying this analysis 

method teases out intricate performance measures that may be 
missed when using other methods. We are aware of two other 
papers that have recently utilised signal detection theory in phish 
detection [7, 34]. Canfield et al. [7] found that participants were 
accurate in determining the correct action for phishing emails 
(deleting or marking as “spam”), but that their sensitivity to 
phishing emails was poor. Parsons et al. [34] found that participants 
aware of their participation in phishing experiments were more 
sensitive to the phishing emails. 

We are pleased that this measure is being adopted in phishing 
research, given how important the separation of sensitivity and bias 
are for realistic interventions in phishing.  

5.5 Limitations 
Although we were able to obtain a number of interesting insights 
from the study, there are two main limitations that we should 
discuss that may have affected the performance of participants. 

Firstly, the messages used for both phishing and genuine emails 
were not actually received by the participants, thus it is unclear how 
familiar they were with each email. For example, it is possible that 
some participants may be familiar with the receipt of Amazon 
emails, direct from the retailer. They could then have used this 
knowledge to help them pick up subtle cues to aid their decision 
making. Whereas other participants may be unfamiliar with 
Amazon and as a result be at a disadvantage when judging the 
veracity of emails. This is a common pitfall with lab-based phishing 
experiments and can be addressed by running “in the wild” studies, 
although these introduce other limitations. 

Secondly, participants were unable to interact directly with the 
email messages or carry out any additional checks (e.g. search for 
the company online). We addressed this issue by always having 
visible cues to allow informed decisions (see Section 3.3 for 
details). 

Finally, participants were told from the beginning that they were 
taking part in a phishing experiment. These instructions will have 
primed them to scrutinise each email more closely than perhaps 
they would do otherwise [34]. However, given that all participants 
in all conditions were subjected to these instructions then this 
should not have affected our main findings – i.e. the effects should 
be the same for all. We note that, overall, our participants may have 
shown better sensitivity to phish than those who receive fraudulent 
emails “in the wild”. Unfortunately, we cannot compare our 
findings with any normative data as sensitivity estimates are not 
available elsewhere. 

6. Conclusions 
In this paper, we evaluated two nudges with the aim of improving 
users’ phishing detection on email clients. We found that users 
were more successful identifying phishing emails when their 
attention was drawn to the sender’s details (name and originating 
email address) and the time received when compared with the 
control condition. This is problematic, given the recent design 
trend on popular email clients to hide important sender 
information (i.e. the full originating email address) by default, 
thus potentially hindering users’ efforts when evaluating emails in 
their everyday lives. We also found strong evidence that 
individuals scoring high for dysfunctional impulsivity were at a 
disadvantage when identifying phishing emails and set this 
finding against previous published work which has been 
inconclusive about the effect of impulsive behaviour on phishing 
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identification (e.g. [28, 35]). We noted an interesting finding in 
relationship to users’ overconfidence when making decisions in 
respect of phishing emails (and underconfidence in respect of 
genuine emails) and we would encourage further research in this 
area.  Finally, we would recommend the adoption of Signal 
Detection Theory for phishing research, in particular due to 
the response bias measure that allows further scrutiny of potential 
interventions. 
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A. APPENDIX 

A.1 Email Screenshots 
The sender saliency nudge emails used for the experiment are 
presented below.  The same set of emails were used for the control 
condition (without any mark-up), the sender saliency condition 
(without the percentage mark-up and with added highlights over the 
key metadata – see Figure 1) and the combined condition (with 
added highlights over the key metadata – see Figure 1).  

Phishing Emails 
Below are the six phishing emails, collected from existing 
messages that were found problematic by our university. 
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Genuine Emails 
Below are the twelve genuine emails, collected by the authors.  

 

 

 

 
 

 

 

296    Thirteenth Symposium on Usable Privacy and Security USENIX Association



 

 

 

 
 

 
 

 
 

 

 

USENIX Association Thirteenth Symposium on Usable Privacy and Security    297



 

 
 

 
 

 
 

 

 
  

 
 

298    Thirteenth Symposium on Usable Privacy and Security USENIX Association



Raise the Curtains: The Effect of Awareness About 
Targeting on Consumer Attitudes and Purchase Intentions  

Sonam Samat 
Carnegie Mellon University 

5000 Forbes Avenue 
Pittsburgh, PA 15232 

sonamsam@andrew.cmu.edu 

Alessandro Acquisti 
Carnegie Mellon University 

5000 Forbes Avenue 
Pittsburgh, PA 15232 

acquisti@andrew.cmu.edu 

Linda Babcock 
Carnegie Mellon University 

5000 Forbes Avenue 
Pittsburgh, PA 15232 

lb2k@andrew.cmu.edu 

 
ABSTRACT 
We investigate the effect of awareness about targeting on users’ 
attitudes towards a targeted ad and behavioral intentions towards 
the advertised product. Specifically, we study the effect of a notice 
that makes individuals aware that a particular advertisement has 
been targeted to them on their attitudes about the product and 
intentions to purchase the product. We find that, among individuals 
who have negative opinions about the practice of targeted 
advertising, awareness about targeting significantly worsens 
attitudes towards the targeted product and reduces the likelihood of 
purchasing the targeted product. Among individuals who have 
positive and neutral opinions about targeted advertising, awareness 
about targeting does not impact attitudes or purchase intentions 
towards the targeted product. We develop a scale to measure 
opinions about targeted ads and find that a substantial proportion 
(at least 33%) of our participants have negative opinions about 
targeted ads. This suggests that the self-regulated advertising 
industry is not incentivized to follow recommendations from the 
U.S. Federal Trade Commission to make consumers aware about 
their targeted advertising practices. 

1. INTRODUCTION 
Behavioral or targeted advertising is defined as “the practice of 
tracking an individual’s online activities in order to deliver 
advertising tailored to the individual’s interests” [16]. These online 
activities include webpages visited and content viewed, search 
queries, and online purchases. Many of the steps involved in 
performing targeted advertising (data collection and aggregation, 
data mining, bidding for ad spaces, etc.) are hidden from 
consumers. Consumers are typically only asked for overall consent 
for data collection when they register with an online service. After 
this initial consent, there are rarely any reminders about the 
continuous practice of online data collection. Consumers are also 
not made aware of the aggregation of their data from multiple 
sources, the mining of their data to select ads shown to them, or the 
real-time bidding process used to sell ad spaces. There is no easy 
way for consumers to distinguish between targeted ads and non-
targeted ads, or to figure out what information was used in the 

targeting process. Therefore, as far as consumers are concerned, 
targeted advertising happens “behind the scenes.” We investigate 
the effect of “raising the curtains,” by making individuals aware 
that a particular ad is targeted to them, on their attitudes and 
purchase intentions towards the advertised product. 

The industry favors the use of targeted advertising because it 
generates higher click-through rates [14] and higher sales [2] in 
comparison to non-targeted ads. But consumer surveys about 
perceptions of targeted advertising suggest that, by and large, 
people do not like being tracked and do not wish to receive 
behaviorally targeted advertisements [29, 34, 39]. These concerns 
are not unfounded given the growing privacy risks associated with 
large-scale data collection and use, such as the use of consumer data 
for price discrimination [28, 40] and in revealing embarrassing 
personal details [20]. In order to address these privacy risks, the 
U.S. Federal Trade Commission (FTC) has laid out a number of 
recommendations for best practices, one of which focuses on being 
transparent about how consumer information is collected and used, 
so that consumers are not kept in the dark and they can make 
informed decisions about their online activities [15, 16, 17].  

The ad industry has made some efforts to achieve this goal. In 2011, 
the Digital Advertising Alliance (DAA), which is a coalition of 
advertising, media, marketing and technology companies, 
developed a set of icons (Figure 1) that may be displayed on 
targeted advertisements delivered by its members [9, 11]. The goal 
of these icons is to communicate how behavioral targeting works 
and provide consumers with avenues for opting out. However, 
Leon et al.’s 2012 work finds that people severely misunderstand 
these icons: 53% of their participants incorrectly believed that more 
ads would pop up if they clicked on the icon and 45% incorrectly 
believed that the accompanying ‘AdChoices’ tagline was intended 
to sell advertising space [22].  

 

 

 

We are interested in understanding how awareness about targeted 
advertising impacts consumers’ attitudes and purchase intentions 
towards the advertised product. Previous research provides 
contradictory evidence about this effect. Research from the 
recommendations systems literature suggests that providing 
explanations for how recommendations are selected increases 
users’ trust in the recommendation system and their likelihood to 
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Figure 1. Icons used by ad industry on targeted ads. 
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use the system in the future [8, 37]. Awareness about targeting 
could work in a similar way if it helps users understand how 
advertisements are selected for them and if it increases users’ 
purchase intentions towards the advertised product. On the other 
hand, highly personalized advertisements can be perceived as 
intrusive or creepy, prompting individuals to avoid the 
advertisement [12, 26, 41]. Awareness about targeting may elicit 
feelings of intrusiveness because it reminds people about the 
continuous tracking of their data, and may therefore decrease 
purchase intentions towards the advertised product. By 
understanding how awareness about targeting impacts consumers’ 
attitudes and purchase intentions, we aim to inform policy makers 
about the incentives of a self-regulated ad industry in implementing 
the FTC’s recommendation about being transparent when targeting. 

To this end, we conducted a series of studies to understand the 
impact of awareness about targeting on consumers’ attitudes and 
purchase intentions towards the advertised product. We 
implemented awareness through the use of a text message shown 
along with the ad that indicated that the displayed ad had been 
selected for the user based on some information about the user. We 
hypothesize that the effect of awareness about targeting on attitudes 
and purchase intentions depends on individuals’ overall opinions 
about the practice of targeted advertising. To test this hypothesis, 
we built and validated a scale that measures individuals’ overall 
opinions about targeted advertising, as existing literature has not 
established a scale to measure this construct. We find that, for the 
participants who have negative opinions about targeted ads, 
awareness about targeting worsens attitudes and reduces purchase 
intentions for the advertised product. We also find that a substantial 
portion of our participants have negative opinions about targeted 
ads (53% in our first study and 33% in our third study). This 
suggests that a self-regulated ad industry is not incentivized to use 
notices that make consumers aware of their targeting practices, as 
it can significantly reduce their revenues from advertising.  

2. RELATED WORK 
2.1.1 Recommendation Systems 
Recommendation systems (or recommendation agents) like Netflix 
or Amazon share several similarities with the practice of targeted 
advertising. Recommendation systems also collect data about 
consumers’ preferences and behaviors, and use this data to 
recommend products to consumers. Research from this field shows 
that explaining how a recommendation was selected generally has 
a positive effect on users’ attitudes. For instance, Chen and Pu’s 
2005 work shows that explanations can be an effective way to 
increase users’ trust in the recommendation system [8]. In their 
2002 work, Sinha and Swearingen asked participants to report how 
much they like the recommendations made by music recommender 
systems as well as how transparent they perceive these systems to 
be. They found that users like the recommendations made by 
systems they perceive to be transparent more than those they 
perceive to be non-transparent [37]. Bilgic and Mooney’s 2005 
work further shows that some explanations can even improve users’ 
own accuracy in predicting how much they will like the 
recommended item [4]. In addition, 86% of the participants in a 
survey conducted by Herlocker et al. in 1999 said they would like 
to see explanations for the choices made by the recommendation 
system used in their experiment [19]. Johnson and Johnson’s 1993 
work attempted to explain this positive effect by highlighting that 
explanations provide an association between antecedent and 
consequent, that is, a link between cause and effect [21]. Notices 

that make consumers aware of the fact that an advertisement is 
targeted to them may also provide an explanation for why the 
particular advertisement was selected for them and, similar to 
recommendation systems, could improve consumers’ attitudes 
about the advertised product. 

There are some key differences between recommendation systems 
and behavioral targeting. Users can actively subscribe to 
recommendation systems, whereas they are typically subjected to 
targeted ads without their explicit consent. Therefore, the extent to 
which individuals expect (or even desire) personalized 
recommendations may be different for recommendations systems 
and behavioral targeting. While users expect recommendations for 
movies on Netflix and consumer goods on Amazon, they may not 
expect information from their Google search queries to be used in 
targeted advertisements on the New York Times website. As a 
result, the positive effect of explanations on users’ intentions may 
be restricted to recommendations made within a specific platform 
and may not carry forward to behavioral targeting of 
advertisements that we study in this paper.  

2.1.2 Targeted Advertising 
Awareness about targeting might positively influence attitudes 
towards the targeted product due to the placebo effect, by which 
simply telling someone a product has been selected for them can 
positively influence their opinions about the product. Cosley et al.’s 
2003 work shows that users’ ratings of a recommendation can be 
manipulated simply by showing them what the recommendation 
system predicts their rating of the product will be, irrespective of 
whether the prediction is accurate or not [10]. In another example, 
a recent study conducted by OkCupid.com (an online dating 
platform) shows that the effect of simply telling people that a 
particular individual is a 90% match for them, when truly the 
individual is only a 30% match, is just as strong as when the 
individual is actually a 90% match [35]. In other words, the mere 
myth of compatibility works just as well as actual compatibility. 
This may happen if consumers trust that sophisticated algorithms 
with large amounts of data will make the best selections for them. 
In our context, a placebo effect may lead to improved attitudes and 
higher purchase intentions toward the advertised product if 
awareness notices convey the fact that an ad has been selected or 
recommended for the user.  

Additionally, consumers may react to what a targeted ad signals 
about themselves.  For instance, upon viewing a targeted ad for an 
environmentally friendly product, a consumer might believe that 
the advertiser thinks of her as someone who is environmentally 
friendly (i.e., the targeted ad can act as an implied social label). She 
may then adjust her own perceptions about being environmentally 
friendly and in turn also change her behavior towards 
environmentally friendly products. In their 2016 work, Summers et 
al. demonstrate that targeted advertisements can act as social labels 
causing consumers to adjust their own self-perceptions, and even 
behaviors, to match the implied labels. While they do not directly 
test if making individuals aware of targeting impacts purchase 
intentions, they explore whether awareness notices act as implied 
social labels and cause adjustments to self-perceptions, which in 
turn influence purchase intentions towards the advertised product.  
[38]. We borrow from the study design used by Summers et al. in 
their 2016 paper and extend their work by testing the direct impact 
of awareness notices on attitudes and purchase intentions towards 
the advertised product. More importantly, we test whether this 
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impact varies with the a priori opinions that individuals may have 
about targeted advertising. 

Consumer surveys on perceptions toward behavioral targeting help 
provide support for the opposite hypothesis that awareness about 
targeting can negatively influence attitudes and purchase 
intentions. In a nationally representative survey conducted by 
Turow et al. in 2009, 66% of the participants claimed that they did 
not want behaviorally targeted advertisements [39]. In 2010, 
McDonald and Cranor found that the majority of their participants 
(55%) also did not wish to receive advertisements tailored to them 
[29]. A 2012 survey conducted by the Pew Research Center found 
that 68% of adult Internet users say that they are not okay with 
targeted advertising because they “don’t like having [their] online 
behavior tracked and analyzed” [34]. These data suggest that 
attitudes and purchase intentions towards the targeted ad may be 
negatively affected if awareness notices inherently remind 
consumers about the continuous tracking of their personal 
information.  

In their 2012 work, Leon et al. show that users struggle to use the 
existing tools for opting out of targeted advertising, including tools 
that block access to advertising websites, tools that set cookies 
indicating a user’s preference to opt out of targeted advertising, and 
privacy tools that are built directly into web browsers [23]. If users 
experience lack of control over their data then awareness notices 
indicating which ads are specifically targeted to them may cause 
users to retaliate by specifically avoiding the products shown in 
these targeted ads. This retaliation is called ‘reactance’ [6], and has 
been shown to occur when ads are perceived to be highly intrusive 
[12] and when messages are perceived to be highly personalized 
[41].  

3. Hypotheses 
As highlighted in the previous section, existing literature does not 
provide a clear indication of how awareness about targeting may 
impact individuals’ purchase intentions. We believe that 
consumers’ opinions about the practice of targeted advertising will 
play a moderating role in determining how awareness about 
targeting impacts attitudes and purchase intentions towards the 
targeted product. Specifically, for consumers who have a positive 
opinion about targeted advertising in general, awareness about 
targeting will increase purchase intentions towards the advertised 
product relative to no awareness about targeting. On the other hand, 
awareness about targeting will decrease purchase intentions 
relative to no awareness about targeting for consumers who have a 
negative opinion about targeted advertising. These hypotheses are 
developed based on three factors that determine attitudes towards 
the product: 1) how much the person likes that product in the 
absence of targeting, 2) how useful the person finds having a 
product recommended to her based on her personal information (in 
other words, how much the person likes targeted advertising), and 
3) how invasive the person finds targeted advertising (in other 
words, how much the person dislikes targeted advertising). When 
the individual is not aware that an advertisement is targeted, the 
second and third factors are not activated and only the first factor 
determines the individual’s attitudes towards the product. 
However, when the individual is made aware of targeting, the 
second and third factors are activated and a combination of all three 
factors determines her attitudes towards the product. Holding the 
first factor constant, the relative strength of the second and third 
factors determines the influence of awareness about targeting on 
purchase intentions. 

In order to test this moderating role, we need to effectively measure 
opinions about targeting practices. Existing literature has not 
established a scale to measure opinions about targeting practices. 
Several researchers have used ad-hoc measures for this construct, 
but none have attempted to build and validate a scale to measure it. 
For instance, Leon et al.’s 2012 work included four questions 
towards the end of their survey to measure participants’ opinions 
towards behavioral advertising. These questions were: “How 
comfortable are you with behavioral advertising?”, “In general, I 
find behavioral advertising useful”, “In general, I like behavioral 
advertising” and “Behavioral advertising is privacy invasive” [22]. 
In 2016, Melicher et al. conducted in-person interviews with 35 
participants asking them questions to capture their opinions about 
online tracking. They identified four groups of opinions (generally 
negative, generally neutral, mixed, and conditionally positive) but 
they did not attempt to build a scale to measure opinions in a closed-
ended format [30]. In 2010, McDonald and Cranor interviewed 14 
participants, and used their responses to create two closed-ended 
measures: one for feelings towards current targeting practices and 
another for reasons to accept or reject targeted advertising. They 
later used these measures in an online survey but they did not 
perform any formal validation analysis for their measures [29]. 

4. OUR CONTRIBUTION 
To test our hypotheses, we conducted three studies. The first was 
an exploratory study to measure participants’ opinions about 
targeted advertising using open-ended questions. The goal of this 
study was to capture the different kinds of opinions that participants 
express about targeting practices in their own words, and use them 
to build a scale that can measure opinions about targeting in future 
studies. The second study was a validation study in which we 
validated the closed-ended scale created from the responses 
received in the exploratory study. We also shortened the scale so 
participants can complete it quickly. We then tested convergent and 
divergent validity, as well as the test-retest validity of our scale. 
Finally, in the third study, we evaluated the effect of awareness 
about targeting on attitudes and purchase intentions towards the 
advertised product. In this study, we tested the hypothesis that 
opinions about targeting moderate the effect of awareness of 
targeting on attitudes and purchase intentions.  

We recruited participants for all studies from Amazon Mechanical 
Turk. The platform allows researchers to approve or reject 
participants’ payment based on their performance. Therefore, each 
participant has an approval rating (the percentage of his or her 
previously completed surveys or tasks that have been approved). 
Following the recommendations established by previous 
researchers, we implemented a minimum requirement of a 95% 
approval rating during our recruitment process [33]. All our studies 
were approved by the Institutional Review Board at Carnegie 
Mellon University and participants in all studies consented to 
participate in this research.  

4.1 Exploratory Study 
4.1.1 Methods 
We believe consumers’ opinions about targeting practices will play 
a moderating role in the effect of awareness on purchase intentions. 
The primary goal of this study was to identify the different types of 
opinions (for example: positive, negative, conditionally positive, 
etc.) that individuals have towards targeted advertising practices, 
and build a scale to measure these opinions reliably and quickly. 
From this study, we also gained insights into the prevalence of 
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different opinions, the reasons behind these opinions, and the 
factors that correlate with these opinions. 

We conducted an online survey on Amazon’s Mechanical Turk 
platform. The survey lasted 15–20 minutes and participants were 
paid $1 as compensation. Participants were shown a hypothetical 
scenario about a targeted advertising experience. Targeting can be 
done in several different ways and individuals’ opinions may vary 
across different types of targeting. In this study, we measured 
opinions about three types of targeting: 1) Remarketing: where the 
targeted ad is for a specific product that the individual has looked 
at before, 2) Interest-based targeting: where the targeted ad is for a 
product that is similar to other products that the individual has 
looked at before, and 3) Contextual targeting: where the targeted ad 
is related to the content of the website where the ad is shown. By 
random assignment, each participant in our study was shown one 
of three hypothetical scenarios involving one of the three types of 
ads (see Appendix A.1). Once participants read the scenario, they 
were asked open-ended questions to capture their opinions, and the 
reasons behind those opinions, about the type of targeting practice 
in their scenario. Specifically, we asked participants the following 
questions: Q1: “How would you feel if you experienced this 
scenario?” and Q2: “Please tell us why you would feel this way if 
you experienced this scenario.” Finally, we measured individual-
level factors such as the IUIPC scale for privacy concerns [27], 
previous experiences with online privacy invasions involving 
targeted ads and in general (self-developed), previous actions taken 
to avoid targeted ads [22], perceived control over this type of 
targeted advertising (self-developed), level of Internet usage [24], 
current interest in buying the advertised product (self-developed), 
the Domain-Specific Risk-Taking (DOSPERT) scale [5], Internet 
usage levels, and demographics. The self-developed measures are 
reported in Appendix A.2.  

4.1.2 Results 
One hundred eighteen participants (Mean Age = 31.4; 58% Male) 
completed this study. Two independent coders read and coded 
participants’ open-ended responses about their opinions. After they 
completed the first round of coding independently, they met and 
discussed their codes to consolidate them and form the final set of 
codes. Then, they coded the open-ended responses once again using 
this final set of codes. The inter-rater reliability for the final codes 
was satisfactory for both questions (Cohen’s kappa=0.71 for Q1 
and Cohen’s kappa=0.77 for Q2). The cases where the coders 
differed in their final codes (25% in Q1 and 19% in Q2) were 
resolved by the first author, by reading the participants’ responses 
and selecting the code that seemed a better fit from among the two 
codes assigned by the coders.  

4.1.2.1 Categories of Opinions 
Eight different categories of opinions about targeted advertising 
emerged from participants’ open-ended responses to Q1. Figure 2 
shows the distribution of these opinions across all three conditions. 
As can be seen from this figure, a large proportion of our 
participants (37%) reported that they would feel neutral if they 
experienced the targeted advertising scenario shown to them. Some 
responses in this category were “I'd feel fine, that's pretty normal,” 

                                                                    

 
1 Seven participants’ responses to Q1 were coded as unusable either 

because the response did not make any sense or because the 

“I would have neutral feelings,” and “I would not feel any special 
way.” A small proportion of our participants (6%) reported feeling 
positively about the targeted advertising scenario shown to them, 
and an even smaller proportion (4%) reported feeling mixed 
emotions. Some responses from the positive category were “[I] 
would feel interested” and “I would feel excited to have this new 
[recommendation] and I wouldn’t really care that my browsing 
history was tracked,” and a response we observed in the mixed 
category was “I would have mixed emotions. I’d feel a bit weird 
about the tracking thing, but I'd also be interested in checking out 
the shoes, probably.” 

 

Figure 2. Distribution of participants’ open-ended responses to 
Question 1.1 

We observed a wide range of negative opinions towards these types 
of targeted ads. The spectrum of responses ranged from “slightly 
annoyed” to “violated,” with three categories in between these two 
extremes. The total proportion of participants that reported negative 
feelings is 53%. Some examples of responses from the modal 
‘Dislike’ category were “I would feel like my personal information 
is not safe. It would make me feel uncomfortable,” “I would feel 
watched and unhappy,” and “I would feel like my privacy has been 
invaded.” 

 
Figure 3. Distribution of participants’ open-ended responses to 
Question 1, split by targeting type condition. 

Next, we looked at the differences between the three conditions 
(contextual, interest-based, and remarketed). For simplicity, we 
combined the five categories of negative responses. As Figure 3 
shows, the contextual ad condition had more neutral responses and 

response did not answer the question in anyway. The percentages 
and graphs shown here are for the remaining 111 participants. 
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fewer negative responses than the interest-based and remarketed 
conditions. Further statistical tests confirmed that the distribution 
of responses (using the consolidated 4 categories) did not 
significantly differ from each other in the interest-based and 
remarketed conditions (𝟀 2 (3) = 2.66, p=0.44). However, the 
distribution of responses in the contextual condition was 
significantly different from the interest-based (𝟀 2 (3) = 8.86, 
p=0.031) and remarketing conditions (𝟀 2 (3) = 9.40, p=0.024).  

4.1.2.2 Reasons Behind Opinions  
Nine different categories emerged from participants’ open-ended 
responses to Q2 about why they would feel the way they reported 
feeling in Q1. As shown in Figure 4, the most common reason we 
observed (provided by 29% of our participants) was “because it 
happens all the time,” suggesting that individuals have become 
used to seeing targeted ads. Some responses we observed in this 
category were “I have had it happen before many times, so it has 
become normal,” “I would feel this way because it is a scenario that 
I have experienced in the past, and currently experience,” and “I 
would feel this way because it is not the first time this has 
happened. It’s common practice in my opinion.” Not surprisingly, 
most of these participants (87%) reported feeling neutral in Q1. 

 
Figure 4. Distribution of participants’ open-ended responses to 
Question 2.2 

The second most common reason we observed (provided by 23% 
of our participants) was “because it feels like an invasion of my 
privacy.” Many participants in this category used the exact words 
“because it feels like an invasion of my privacy” as part of their 
response, while some others reported “This would make me [feel] 
that [it’s] not safe for me to look at anything online because it 
[feels] as if someone is watching me” and “they made me feel as if 
[I] was being watched.” Almost all participants in this category 
(96%) reported feeling one of the negative opinions in Q1.  

The third most common category we observed (provided by 12% 
of our participants) was “because I feel they are exploiting me for 
money” which includes responses where participants specifically 
said they feel they are being taken advantage of, or being 
manipulated for money, in such scenarios. Interestingly, 62% of 
participants who reported this reason were in the contextual 
targeting condition. One participant in the contextual targeting 
condition reported, “The advertiser pays them, so the newspaper 
feels obligated to place the ad somewhere that readers can feel 
                                                                    

 
2 Seven participants’ responses to Q2 were coded as unusable either 

because the response did not make any sense or because the 

[encouraged] to buy this particular shoe. They are trying to lead 
unsuspecting readers to this particular store. It’s consumer 
manipulation.” Other categories we observed were “because I find 
such ads useful” or “because I understand why they are needed” 
(9%), “because it makes me suspicious” (9%), “because I did not 
provide permission” (7%, labeled ‘lack of consent’ in Figure 16), 
“because I don’t care about targeting” (6%), “because I do not 
know how to turn it off” (4%, labeled ‘lack of control’ in Figure 
17), and “because I don’t notice ads” (2%). 

4.1.2.3 Correlations with Opinions 
Next, we explored how perceived control over targeted advertising 
and previous experiences with online privacy invasions correlate 
with opinions. Before doing this analysis, we noted that the biggest 
category of responses is negative and that the other categories are 
relatively small, suggesting that consolidating categories might be 
necessary. Accordingly, we created two consolidated categories for 
‘negative’ vs. ‘non-negative’ opinions, combining the neutral, 
mixed, and positive categories into one. We ran logistic regressions 
with the consolidated two-category dummy variable for negative 
opinions as our dependent variable (coded as ‘0’ for non-negative 
opinions and ‘1’ for negative opinions) and the individual-level 
factors measured in our survey as the independent variables. This 
analysis suggests that, for the interest-based and remarketing 
conditions, the level of perceived control over targeting 
significantly predicts participants’ opinions about targeting (odds 
ratio=0.30, p=0.002). Participants in the interest-based and 
remarketing conditions who feel more control over this type of 
targeting are less likely to have negative opinions about it. In the 
contextual targeting condition, a previous unpleasant experience 
with targeted ads marginally predicts opinions, such that 
participants who report having a previous unpleasant experience 
with targeted ads are more likely to have negative opinions about 
targeting (odds ratio = 7.7, marginally significant p = 0.054). The 
full results of our logistics regressions are shown in Appendix B.1. 
We validate these relationships with a larger sample size in 
Validation Study A. 

4.1.3 Discussion 
Our results suggest that many participants (53%) feel negatively 
about targeted advertising, especially interest-based and re-
marketed advertising. It may be that the collection and use of 
browsing history (which happens in the interest-based and 
remarketing scenarios but not in the contextual targeting condition) 
plays a key role in explaining how participants feel about targeting 
practices.  

In this study, we also learn that a substantial number of participants 
(37%) have neutral opinions about targeting practices. Given this 
result, we re-evaluate our original hypothesis about the moderating 
role of opinions about targeting in the effect of awareness on 
purchase intentions. What would be the effect of awareness about 
targeting on purchase intentions for individuals who feel neutral 
about targeting practices? As 68% of participants who reported 
having neutral opinions also reported feeling this way because 
targeting “happens all the time,” we believe there will be no effect 
of awareness notices on purchase intentions for these individuals. 

response did not answer the question in any way. The percentages 
and graphs shown here are for the remaining 111 participants. 
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These individuals expect such targeting to occur anyway, so they 
will obtain no new information from awareness messages. We find 
that a small proportion of individuals reported positive or mixed 
opinions about targeted ads. While the effect of awareness about 
targeting may be different for these individuals, it is difficult to test 
such an effect if very few people report having such opinions. 

In the next studies, we narrow our focus to develop a scale to 
measure opinions about one type of targeted advertising because 
different types of targeting may require different measurement 
models. We choose to focus on interest-based targeting because we 
believe it is more difficult for individuals to identify interest-based 
ads in comparison to remarketed and contextually targeted ads, 
since remarketed ads advertise the same product that an individual 
has looked at before and contextual ads advertise a product related 
to the content of the page where the ad is shown. In comparison, 
interest-based ads display products similar, though not identical, to 
ones that an individual has looked at before and as such the 
consumer may not be aware of the targeting.  

4.2 Validation Study A 
4.2.1 Methods 
In order to measure opinions about the practice of targeted 
advertising without having to collect and code open-ended 
responses, we built a scale starting with the 14 most common 
responses provided by our participants in the first question in the 
Exploratory Study (Table 1). In this study, we recruited participants 
from Amazon’s Mechanical Turk platform for a study advertised to 
collect individuals’ opinions about a hypothetical online scenario. 

In order to avoid selection bias, our Mechanical Turk post did not 
mention anything about targeted ads (or ads in general). The survey 
lasted 5 minutes and participants were paid $0.30 as compensation. 
Participants were shown the interest-based targeting scenario used 
in the Exploratory Study. After participants read the scenario, they 
were told, “We are interested in understanding how you would feel 
about the type of targeted advertising described in the scenario on 
the previous page. Please indicate how strongly you agree or 
disagree with the following statements.” For each statement, 
participants were asked to indicate their level of agreement on a 1–
7 scale from ‘Strongly Agree’ to ‘Strongly Disagree’. The order of 
the 14 statements was randomized. 

We asked participants their perceived level of control over this type 
of targeted advertising (self-developed) and their previous 
experiences with online privacy invasions either involving targeted 
ads or in general (self-developed). Then, we asked questions about 
their current interest in purchasing shoes (the product used in our 
ad), how often they purchase shoes online and offline, their general 
Internet usage [25], actions they have taken to avoid being tracked 
online [22], their Internet privacy concerns [27], and demographics. 

4.2.2 Results 
Two hundred ninety-six participants (Mean Age = 34.3; 53% Male) 
completed this study. Our 14-item scale shows high reliability 
(Cronbach’s alpha = 0.9265, well above the acceptable threshold of 
0.70 [32]). As can be seen in Table 1, eliminating the two mixed 
category items results in a higher Cronbach’s alpha value of 0.9554. 
Therefore, we decided to drop the two mixed items from our scale.  

Table 1. Correlations, covariance, and Cronbach’s alpha values for the 14-item scale. *Cronbach’s alpha value only increases when 
the two mixed category items are deleted.

Item Category Item-test 
correlation 

Item-rest 
correlation 

Average 
inter-item 

covariance 

Alpha if 
item is 
deleted 

I would feel ok about this type of advertising Neutral 0.90 0.88 1.49 0.9141 
I would feel indifferent about this type of 
advertising Neutral 0.63 0.56 1.60 0.9246 

I would not be bothered by this type of advertising Neutral 0.83 0.80 1.51 0.9168 
I would think this is clever advertising Positive 0.68 0.62 1.58 0.9228 
I would be interested in products shown in this 
type of advertising Positive 0.76 0.72 1.55 0.9195 

I would feel this type of advertising can be helpful 
to me Positive 0.81 0.78 1.54 0.9178 

I would have mixed feelings (good and bad) about 
this type of advertising Mixed 0.08 -0.03 1.83 0.9428* 

This type of advertising would make me feel 
worried but I can also see the benefit to me Mixed 0.14 0.05 1.80 0.9392* 

I would be annoyed by this type of advertising Negative 0.87 0.84 1.50 0.9154 
I would feel creeped out by this type of advertising Negative 0.86 0.83 1.48 0.9155 
I would not like this type of advertising Negative 0.88 0.86 1.49 0.9148 
This type of advertising would make me feel like 
my privacy has been invaded Negative 0.86 0.83 1.50 0.9157 

I would feel upset about this type of advertising Negative 0.83 0.79 1.51 0.9170 
This type of advertising would make me feel 
violated and manipulated Negative 0.87 0.85 1.49 0.9152 

Overall    1.56 0.9265 
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Table 2. The 6 items in our final scale, along with their inter-item correlations. *Significant at the 0.001 alpha level. 

4.2.2.1 Scale Consolidation 
Our next goal was to reduce the size of the scale so participants can 
complete it in a shorter period of time, while still maintaining the 
high reliability of the scale. We decided to reduce the scale to 6 
items, and consequently computed the Cronbach’s alpha value for 
all combinations of 6 items from the remaining 12 items. We 
identified the best combination as the one that equally represents 
the remaining three categories of opinions (neutral, positive, and 
negative) and has a high Cronbach’s alpha value of 0.9362.  Table 
2 shows the 6 items that make our final scale. All pairwise 
correlations between the 6 items are statistically significant at the 
0.001 alpha level. In addition to reducing the time burden on 
participants, this shorter scale also ensures that it is not biased 
towards any single category as it includes an equal number of items 
(two) from each category. 

Table 3. Factor loadings from the exploratory factor analysis 
(Validation Study A) and confirmatory factor analysis. 

4.2.2.2 Exploratory Factor Analysis 
Exploratory factor analysis with our 6-item scale yielded a single 
factor with eigenvalue greater than one. As shown in Table 3, each 
of the 6 items is highly correlated with the single underlying factor. 
This suggests that our scale measures a single underlying construct: 
opinions towards targeted advertising. Positive and neutral items 
have positive factor loadings while the negative items have 
negative factor loadings. Therefore, our scale can be consolidated 
into a single value by reverse coding the negative items (8 – value) 
and then averaging the 6 items. Lower numbers of the consolidated 
value indicate more negative opinions towards targeted advertising. 
We use this consolidated value to validate the preliminary results 
obtained in the Exploratory Study. Just as in the Exploratory Study, 
we find that the level of perceived control over targeting 
significantly predicts participants’ opinions about targeting (βcontrol 
= 0.140, p=0.011). We also find that having a previous unpleasant 
or uncomfortable experience with targeted ads significantly 
predicts participants’ opinions about targeted ads (βprevtar = –1.16, 
p<0.001). The regression coefficients are reported in Appendix B.2.  

4.3 Validation Study B 
4.3.1 Methods 
The goal of this study was three-fold: 1) to confirm the single-factor 
model for our 6-item scale that emerged in Validation Study A, 2) 
to test the divergent validity of our 6-item scale, and 3) to evaluate 
the test-retest reliability of our 6-item scale. Towards the first goal, 
we recruited participants from Amazon Mechanical Turk in the 
same way as in Validation Study A (participants who completed 
Validation Study A were not allowed to take this survey). The 
survey lasted 10–15 minutes and participants were paid $0.75 as 
compensation. Participants were shown the hypothetical scenario 
about interest-based targeting and asked to indicate their level of 
agreement with the 6 items (presented in random order) on a 1–7 
scale from ‘Strongly Agree’ to ‘Strongly Disagree’.  

Towards the second goal for this study, we included three existing 
scales in our survey: 1) the IUIPC privacy concerns scale [27], 
which measures Internet users’ information privacy concerns, 2) 
the Domain-Specific Risk-Taking (DOSPERT) scale [5], which 
measures individuals’ attitudes towards engaging in risky 
behaviors, and 3) the General Decision Making Style (GDMS) 
scale [36], which measures decision-making styles. Recent work 

 Item Category 1 2 3 4 5 6 

1 I would feel ok about 
this type of advertising Neutral 1      

2 
I would not be 
bothered by this type 
of advertising 

Neutral 0.76* 1     

3 
I would be interested 
in products shown in 
this type of advertising 

Positive 0.70* 0.62* 1    

4 
I would feel this type of 
advertising can be 
helpful to me 

Positive 0.74* 0.65* 0.76* 1   

5 I would be annoyed by 
this type of advertising Negative -0.79* -0.71* -0.63* -0.65* 1  

6 I would not like this 
type of advertising Negative -0.79* -0.71* -0.64* -0.71* 0.78* 1 

Item 
Factor 

Loading 
(EFA) 

Completely 
Standardized 

Parameter 
(CFA) 

I would feel ok about 
this type of 
advertising 

0.9021 0.9378 

I would not be 
bothered by this type 
of advertising 

0.8115 0.8183 

I would be interested 
in products shown in 
this type of 
advertising 

0.7890 0.8513 

I would feel this type 
of advertising can be 
helpful to me 

0.8311 0.8957 

I would be annoyed 
by this type of 
advertising 

-0.8456 -0.8528 

I would not like this 
type of advertising -0.8640 -0.8406 
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Table 4. Scale descriptive statistics, reliabilities, and correlations with our 6-item scale. The three sub-scales of the IUIPC scale show 
significant (at the 0.001 alpha level) and moderate correlations with our 6-item scale. 

 
has shown that these three established scales are good predictors of 
privacy preferences and behaviors [13]. Towards the third goal, all 
participants were invited to take a follow-up survey after a two-
week gap, in which they were shown the same scenario and asked 
to indicate the extent to which they agreed with the same 6 items.  

4.3.2 Results 
Two hundred ninety-four participants (Mean Age = 33.8; 53% 
Male) completed this study. Again, our 6-item scale shows high 
reliability (Cronbach’s alpha = 0.9385) and the elimination of no 
item yields a higher Cronbach’s alpha (α-if-item-deletedi < 0.9385, 
for all items).  

4.3.2.1 Confirmatory Factor Analysis 
Confirmatory factor analysis suggests that the data fit a single-
factor model well, with a Bentler’s comparative fit index (CFI) of 
0.955, a Tucker-Lewis index (TFI) of 0.925, and a standardized 
root mean squared residual (SRMR) of 0.027. The confirmatory 
factor loadings are shown in Table 3 and are all significant at the 
0.001 alpha level with t-statistics greater than 29.5.  

4.3.2.2 Divergent Validity 
Next, we tested the divergent validity of our 6-item scale. We 
compared our scale to three established scales: IUIPC, DOSPERT, 
and GDMS. Table 4 shows the mean, standard deviations, 
Cronbach’s alpha coefficients, and correlations with our 6-item 
scale for each subscale of the three established scales. The IUIPC 
and DOSPERT scales use a 1–7 response scale while the GDMS 
scale uses a 1–5 response scale. As shown in Table 5, only the sub-

scales of the IUIPC scale are significantly correlated with our 6-
item scale (at the 0.001 alpha level). Correlations of our 6-item 
scale with the sub-scales of the DOSPERT and GDMS scales are 
all not significant. The significant correlations between our 6-item 
scale and the three sub-scales of the IUIPC scale are negative and 
moderate in nature. It makes intuitive sense that peoples’ opinions 
about targeted ads are correlated with their informational privacy 
concerns, but given the moderate size of these correlations, we can 
conclude that our measure is distinct from the construct measured 
by the IUIPC scale.  

We conducted a second test of divergent validity by comparing the 
square root of the Average Variance Extracted (AVE) by our single 
factor with the correlations between our 6-item scale and the three 
established scales. The square root of the AVE by our single factor 
is 0.849, which is higher than all the correlations between our 6-
item scale and the three established scales, thus establishing 
discriminant validity.  

4.3.2.3 Test-Retest Reliability 
Next, we evaluated the test-retest reliability of our 6-item scale. 
One hundred sixty-six of the original two hundred ninety-four 
participants completed our follow-up survey (response rate = 57%). 
The survey lasted 5 minutes and participants were paid $0.30 as 
compensation. Our 6-item scale continues to show high internal 
reliability (Cronbach’s alpha = 0.9383) and also shows high test-
retest reliability (r(164) = 0.75, p<0.001). Therefore, our 6-item 
scale is validated to reliably measure opinions about the practice of 
targeting advertising.

Scale Sub-scale Mean Standard 
deviation 

Cronbach’s 
alpha 

Correlation 
with our 6-item 

scale 
IUIPC Control 5.68 1.08 0.7903 -0.36* 

 Awareness 6.03 1.06 0.8654 -0.25* 

 Collection 5.44 1.34 0.9095 -0.47* 

DOSPERT Financial 2.72 1.36 0.8577 0.07 

 Health/Safety 2.83 1.22 0.7261 0.08 

 Recreational 2.88 1.45 0.8392 0.01 

 Ethical 2.24 1.10 0.8097 0.05 

 Social 4.81 1.18 0.7779 -0.09 

GDMS Rational 3.97 0.66 0.8330 -0.07 

 Avoidant 2.43 1.06 0.9227 0.01 

 Dependent 3.07 0.84 0.8329 0.06 

 Intuitive 3.09 0.87 0.8550 0.09 

 Spontaneous 2.44 0.90 0.8620 0.11 
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4.3.3 Discussion 
In Validation Studies A and B, we validated our 6-item scale to 
measure opinions about targeted ads. Our scale shows high 
reliability, test-retest validity, and discriminant validity. Therefore, 
our 6-item scale can be used to reliably measure individuals’ 
opinions about targeted ads. In order to use our scale, researchers 
should present participants with the hypothetical scenario about 
interest-based targeting shown in Appendix A.1. Then, participants 
should be told, “We are interested in understanding how you would 
feel about the type of targeted advertising described in the scenario 
on the previous page. Please indicate how strongly you agree or 
disagree with the following statements.” The 6 items should be 
presented in random order and, for each item, participants should 
be asked to indicate their level of agreement on a 1–7 scale from 
‘Strongly Agree’ to ‘Strongly Disagree’.  
 

4.4 Evaluation Study 
4.4.1 Methods 
The goal of this study was to evaluate how awareness about 
targeting impacts participants’ purchase intentions. We borrowed 
the methodology used by Summers et al. in their 2016 work but 
adapted their study design to meet the goals of our study [38]. 
Specifically, we first ran a pilot study in which participants 
evaluated the perceived environmental friendliness of 32 different 
products belonging to 8 different product categories (such as light 
bulbs, laundry detergents, notebooks, etc.). These 32 products were 
the same ones used by Summers et al. in their 2016 work and are 
listed in Appendix A.3. The goal of this pilot study was to confirm 
that the Mechanical Turk population perceives at least some of 
these 32 products to be environmentally friendly. Participants were 
shown the 32 products in random order (one product at a time) and 
asked to indicate on a 1–7 scale (1 – Not at all, 7 – A lot) how 
environmentally friendly each product seems to them relative to 
other products in the same product category. Next, we recruited 
new participants from the same population for our main study. This 
study was conducted in two phases. In the first phase, we captured 
participants’ opinions towards targeting practices using our 
validated 6-item scale from the Validation Study. By measuring 
these opinions before we showed participants our ad stimulus, we 
were able to collect an unbiased measure of our hypothesized 
moderator variable. In this phase, we also measured participants’ 
tendency to express their value of environmental protection through 
the purchase of goods and services by asking participants to 
complete the Green Consumption Values scale [18]. We included 
a third unrelated scale in phase 1, the ‘Dysfunctional Beliefs and 
Attitudes about Sleep’ scale [31], as a decoy in order to ensure that 
participants are not able to make an obvious guess about the goal 
of our study or draw a direct connection between the two phases of 
our study. Finally, participants were asked to answer some 
demographic questions. 

After a gap of about two weeks, we invited the participants who 
completed phase 1 to an ostensibly new study, which constituted 
the second phase of our main study. This second phase was almost 
identical to the study conducted by Summers et al. in their 2016 
work [38]. Participants were told they would need to complete three 
different tasks in this study. The first task was a shopping task in 
which participants were asked to select one product from a set of 
four product options in several different product categories (the list 
of products is provided in Appendix A.3). We used this task to 
make the story of targeted advertising plausible. The second task 

was an advertisement evaluation task in which participants were 
shown an advertisement for an acoustic speaker. Between 
conditions, we manipulated whether participants were made aware 
that the ad was targeted to them. We did this by telling participants 
in the ‘Awareness’ condition, “Our software will customize an 
advertisement for you based on your responses from the shopping 
task you completed earlier” before they were shown the ad. 
Participants in the ‘No Awareness’ condition were shown the same 
ad and were not given any information about targeting. In addition 
to the message about software matching, participants in the 
‘Awareness’ condition were also shown the AdChoices icon on the 
acoustic speaker advertisement, the title of the page where the ad 
was shown was ‘Targeted Advertisement’, and the following text 
was shown above the ad: “The ad displayed below is customized 
for you based on your shopping choices earlier in today’s session. 
Please take a moment to consider the advertisement below.” In the 
‘No Awareness’ condition the advertisement did not include the 
AdChoices icon, the title of the page was ‘Advertisement’, and the 
following text was shown above the ad: “Please take a moment to 
consider the advertisement below.” All participants were shown the 
same advertisement, so it was not truly matched to any shopping 
choices. The advertisement shown to participants is provided in 
Appendix A.4. 

As in Summers et al.’s 2016 work, we first asked participants how 
much they liked the advertisement on a 7-point scale (1 – Not at all, 
7 – A lot) [38]. This question was included to confirm that 
participants’ perceptions about the advertisement did not differ 
between conditions. Next, we asked participants how much they 
liked the product on a 7-point scale (1 – Not at all, 7 – A lot). This 
question captures attitudes towards the product. Finally, we 
measured purchase intentions towards the advertised product by 
using the same question as Summers et al. (2016). Specifically, we 
asked participants how likely they were to buy the acoustic speaker 
on a 7-point scale (1 – Very Unlikely, 4 – Undecided, 7 – Very 
Likely). On the next page, as a manipulation check, we asked 
participants the extent to which they agreed with the statement, 
“The advertisement shown to me was matched to my purchase 
choices from the earlier task in this study” on a 7-point scale (1 – 
Strongly Disagree, 7 – Strongly Agree). 

Then participants continued to the final task in this study, which 
was almost identical to the final task used by Summers et al. in their 
2016 work [38]. In this task, participants were informed that the 
researchers conducting this study have decided to partner with a 
different charity each month, to help our participants support these 
charities. They were informed that the selected charity this month 
is ‘Rainforest Alliance’ which “is a non-governmental organization 
(NGO) working to conserve biodiversity and ensure sustainable 
livelihoods by transforming land-use practices, business practices 
and consumer behavior.” Participants were then informed that they 
would be entered in a lottery in which five participants would be 
randomly selected to win $10, and they can choose to donate some 
or all of their winnings to the Rainforest Alliance if they are 
selected as one of the winners. They were also informed that the 
researchers would match any donation they chose to make towards 
the Rainforest Alliance. Then, we asked participants if they would 
like to donate to the Rainforest Alliance should they be chosen as a 
winner in the lottery. Those who responded affirmatively were 
asked for the exact amount that they wished to donate. This 
measure of donation behavior was used as an additional dependent 
variable to test whether the impact of awareness about targeting 
carries forward to subsequent decisions related to the factor 
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purportedly used in the targeting process (environmental 
friendliness). In other words, if participants feel that they were 
shown a targeted ad for an environmentally friendly product 
because the advertiser believes they are environmentally friendly, 
then they might change their behavior when deciding to 
subsequently donate to an environmentally friendly charity. 
Finally, participants were debriefed about the fact that the 
advertisement they saw was not truly targeted to them.    

4.4.2 Results 
4.4.2.1 Pilot Study 
One hundred forty-four participants (Mean Age = 34.5; 60% Male) 
completed this study. The survey lasted 10 minutes and participants 
were paid $0.50 as compensation. In order to determine whether a 
product is perceived to be environmentally friendly, we tested 
whether the mean value of reported environmental friendliness was 
significantly different from the midpoint of the scale, 4. In six of 
the eight product categories, at least one of the four products was 
perceived to be environmentally friendly. In the remaining two 
product categories (mouthwashes and digital cameras), none of the 
four products was perceived to be environmentally friendly. In 
order to improve the plausibility of our targeting scenario, we 
dropped these two product categories from the shopping task in the 
second phase. Therefore, the shopping task in the second phase 
included four product options in each of the following six product 
categories: light bulbs, laundry detergents, notebooks, air purifiers, 
dish scrubbers, and water bottles. The full results of this pilot, along 
with the means and standard deviations of the similar pilot study 
conducted by Summers et al. in their 2016 work, are presented in 
Appendix B.3. 

4.4.2.2 Phase 1 
Nine hundred ninety-two participants (Mean Age = 35.7; 53% 
Male) completed this study. The survey lasted 10 minutes and 
participants were paid $0.50 as compensation. We created a 
consolidated value for opinions towards targeted ads by reverse 
coding the two negative items (8 – value) and then averaging the 6 
scale items. Figure 5 shows the distribution of this consolidated 
value. Lower numbers indicate negative opinions towards targeted 
ads and higher numbers indicate neutral and positive opinions 
towards targeted ads. As is evident from Figure 5, many 
participants fell in the middle of the scale for our consolidated value 
of opinions about targeted ads. This may be because of participants’ 
tendency to “pile on the midpoint” of response scales [1].  

 

Figure 5. Distribution of opinions towards targeted ads using 
our 6-item scale. 

4.4.2.3 Phase 2 
Of the nine hundred ninety-two participants invited to participate 
in this study, six hundred ninety-seven (Mean Age = 36.7; 55% 
Male) completed Phase 2 (Response Rate = 70.3%). The survey 
lasted 10 minutes and participants were paid $2 as compensation. 
The full results of all the models reported below in this section are 
presented in Appendix B.4. First, we analyze the responses to our 
manipulation check questions. Participants in the ‘Awareness’ 
condition believed that the advertisement was matched to their 
purchase choices more than those in the ‘No Awareness’ condition 
(MeanAwareness = 4.68, MeanNoAwareness = 3.54; t = 8.78; p<0.001). 
This suggests that participants in the ‘Awareness’ condition 
believed that the advertisement was targeted. Participants’ attitudes 
towards the advertisement, measured by how much they like the ad, 
were not significantly different between the two conditions 
(MeanAwareness = 4.46, MeanNoAwareness = 4.55; t = 0.84; p=0.40). 
Next, we analyze the responses for our dependent variables, 
attitudes and purchase intentions. Overall, we find no significant 
effect of awareness about targeting on attitudes towards the product 
(MeanAwareness = 4.56, MeanNoAwareness = 4.65; t = 0.63; p=0.53) or 
purchase intentions towards the product (MeanAwareness = 3.52, 
MeanNoAwareness = 3.47; t = 0.37; p=0.71).  

Next, we separately analyze how awareness about targeting 
impacts attitudes and purchase intentions towards the product 
among 1) participants with negative opinions about targeted 
advertising and 2) participants with neutral and positive opinions 
about targeted advertising. The former category comprises 
participants whose consolidated value on our measure for opinions 
about targeted advertising is 3 or lower (N=228), and the latter 
category comprises participants whose consolidated value on our 
measure for opinions about targeted advertising is 5 or greater 
(N=176). We estimate the following econometric models 
separately for these two categories of participants: 

LikeProducti = β0 + βAwareness Awareness + βMale Male + βAge Age + 
βCaucasian Caucasian + βEducation Education + εi 

BuyProducti = β0 + βAwareness Awareness + βMale Male + βAge Age + 
βCaucasian Caucasian + βEducation Education + εi 

where ‘LikeProduct’ and ‘BuyProduct’ represent participants’ 
attitudes towards the product and purchase intentions towards the 
product respectively; ‘Awareness’ represents a dummy variable 
that takes the value 1 for participants who are randomly assigned to 
the ‘Awareness’ condition and 0 for participants who are randomly 
assigned to the ‘No Awareness’ condition; ‘Male’ represents a 
dummy variable that takes the value 1 for male participants and 0 
for female participants; ‘Age’ represents a continuous variable that 
represents the participant’s age; ‘Caucasian’ is a dummy variable 
that takes the value 1 for Caucasian participants and 0 for all other 
participants; ‘Education’ is a categorical variable with seven 
categories ranging from “No high school” up to “Graduate degree”; 
and ‘ε’ is the random error term. 

Estimating the models above for participants with negative 
opinions about targeted ads showed that awareness about targeting 
has a significant negative impact on ‘LikeProduct’ (βAwareness = –
0.45; p=0.045) and a marginally significant negative impact on 
‘BuyProduct’ (βAwareness = –0.40; p=0.08) for these participants. 
This suggests that awareness about targeting worsens attitudes 
towards the targeted product and (marginally) reduces purchase 
intentions towards the targeted product among individuals with 
negative opinions about targeted ads. Estimating the models for 
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participants who have neutral and positive opinions about targeted 
ads showed no effect of awareness about targeting on 
‘LikeProduct’ (βAwareness = –0.04; p=0.87) and ‘BuyProduct’ 
(βAwareness = –0.02; p=0.96). This suggests that awareness about 
targeting does not influence the attitudes and purchase intentions of 
individuals who have neutral and positive opinions towards 
targeted ads. The correlation between ‘LikeProduct’ and 
‘BuyProduct’ is observed to be fairly high (r=0.75, p<0.001) so we 
created a combined dependent variable by averaging the values of 
these two dependent variables. This combined dependent variable, 
‘CombinedProduct’, confirmed the results reported above with a 
significant effect of awareness about targeting (βAwareness = –0.42; 
p=0.048) for the group of individuals who have negative opinions 
about targeted advertising, and no significant effect of awareness 
about targeting (βAwareness = –0.03; p=0.91) for the group of 
individuals who have neutral and positive opinions about targeted 
advertising.  

Next, we tested whether the size of the effect of awareness about 
targeting on attitudes and purchase intentions significantly varies 
between those who have negative opinions about targeted 
advertising and those who have neutral and positive opinions. We 
did this by introducing two additional variables to the basic 
econometric model above: 1) a dummy variable ‘Negative’ that 
takes the value 1 for individuals who have negative opinions about 
targeted advertising and 0 for those who have neutral and positive 
opinions about targeted advertising and 2) an interaction term 
between this dummy variable and the ‘Awareness’ dummy 
variable. To ensure that we are comparing the negative group to just 
the neutral and positive group, we did not include individuals 
whose consolidated values on our opinions measure fall between 3 
and 5. The coefficient on the interaction term is not significant for 
‘LikeProduct’ (βAwareness*Negative = –0.38; p=0.25), ‘BuyProduct’ 
(βAwareness*Negative = –0.39; p=0.26), and ‘CombinedProduct’ 
(βAwareness*Negative = –0.38; p=0.23). This result suggests that the 
sizes of the effects of awareness about targeting on attitudes and 
purchase intentions do not differ significantly between individuals 
who have negative opinions about targeted advertising 
(‘LikeProducts’ Cohen’s d = 0.23; ‘BuyProducts’ Cohen’s d = 
0.19) and individuals who have neutral and positive opinions 
(‘LikeProducts’ Cohen’s d = 0.05; ‘BuyProducts’ Cohen’s d = 
0.02).  

To explore alternative specifications of our moderation hypothesis, 
we also used a continuous measure of opinions about targeting 
(instead of splitting participants into groups). This allows us to 
include all participants in the analysis (even those whose 
consolidated opinions measure falls between 3 and 5) and treat 
participants with different values on the consolidated opinions 
measure differently (as opposed to grouping together everyone with 
values 3 or below and everyone with values 5 or above). While it is 
useful to treat the opinions measure as a continuous variable, doing 
so also introduces additional unexplained variance as we are now 
including participants who are not sure about their own opinions 
about targeted advertising (i.e., participants whose consolidated 
opinions measure falls between 3 and 5). We introduced the 

                                                                    

 
3 We conducted the same analysis using the average of only the 

positive and negative items from our scale (i.e., without the 
neutral items) and obtained substantively similar results. 

consolidated value of our measure for opinions about targeting and 
the interaction of this measure with our ‘Awareness’ dummy 
variable to the basic model described above. The coefficient on the 
interaction term is not significant for ‘LikeProduct’ 
(βAwareness*Opinions = 0.09; p=0.27), ‘BuyProduct’ (βAwareness*Opinions = 
0.11; p=0.18), and ‘CombinedProduct’ (βAwareness*Opinions = 0.10; 
p=0.19), suggesting that the effect of awareness about targeting on 
attitudes and purchase intentions does not significantly vary when 
opinions about targeted advertising are varied on a continuous 1–7 
scale.3  

Finally, we analyze whether the donation behavior of our 
participants varied between the ‘Awareness’ and ‘No Awareness’ 
conditions. Participants reported whether or not they would choose 
to donate to the environmentally friendly charity if they win the 
lottery, and those who did choose to donate indicated the amount 
they would like to donate. As the former dependent variable is a 
dummy variable, we estimate the basic model as a probit. Overall, 
we find no significant difference in the likelihood to donate 
between the ‘Awareness’ and ‘No Awareness’ conditions (βAwareness 
= 0.03; p=0.79). We also do not find any significant differences in 
the likelihood to donate between ‘Awareness’ and ‘No Awareness’ 
conditions when specifically looking at individuals who have 
negative opinions about targeted ads (βAwareness = 0.26; p=0.13) and 
those who have neutral and positive opinions (βAwareness = –0.13; 
p=0.50). We also analyzed the donation amounts using tobit models 
and find the same null results. Therefore, we do not find evidence 
that awareness about targeting impacts subsequent donation 
decisions made by individuals. Results from all models reported in 
this section are presented in Appendix B.4. 

5. DISCUSSION 
We investigated the effect of awareness about targeting on 
individuals’ attitudes and purchase intentions towards the 
advertised product. We find that, among individuals who have 
negative opinions about targeted ads, awareness about targeting 
worsens attitudes towards the advertised product and marginally 
reduces purchase intentions towards the advertised product. We 
find no effect of awareness on attitudes and purchase intentions 
towards the advertised product among individuals who have neutral 
and positive opinions about targeted ads. We also find that 53% of 
participants in our exploratory study (Exploratory Study) and 33% 
in our final study (Evaluation Study) reported having negative 
opinions about targeted advertising. Surveys conducted by previous 
researchers also suggest that a sizeable proportion of individuals 
have negative feelings about targeted advertising practices (66% of 
participants in [39] and 55% of participants in [29] said they do not 
want targeted advertisements). In addition to uncovering how 
awareness about targeting impacts attitudes and purchase 
intentions, we also built and validated a scale that can reliably 
measure individuals’ opinions about targeted advertising.  

5.1 Implications 
This research raises the important question of whether mere 
recommendations from the FTC to a self-regulated advertising 
industry about making consumers aware of targeting are enough to 

USENIX Association Thirteenth Symposium on Usable Privacy and Security    309



protect consumers’ privacy. We find that awareness about targeting 
worsens attitudes towards the advertised product. Since a 
substantially large proportion of individuals have negative opinions 
about targeted advertising, our results suggest that the advertising 
industry is not incentivized to make consumers aware of targeted 
advertising, as such awareness could lead to lower effectiveness of 
advertisements. Because targeting practices such as interest-based 
advertising are not transparent, consumers may be unaware of how 
their information is being used to influence their purchase 
behaviors. We believe policy makers should consider introducing 
and enforcing regulations that require companies to make 
consumers aware of targeting practices. Another implication of our 
work is the ability for future researchers to capture attitudes 
towards interest-based targeted advertising in a reliable manner 
with our short 6-item scale. 

5.2 Limitations 
This work presents some limitations. First, we recruited 
participants from a single participant pool, Amazon Mechanical 
Turk, in all our studies. It is important to validate our results about 
targeted advertising with other participant pools. Although 
previous researchers have shown that Mechanical Turk workers are 
more demographically diverse than the typical convenience 
samples of American college students and that results using MTurk 
samples are similar to more traditional population pools [3, 7], this 
participant pool is likely to be more savvy about computers than the 
typical U.S. resident. A second limitation is that our scale validation 
and evaluation of awareness about targeting on attitudes is only 
conducted for the interest-based targeted advertising scenario. It is 
important to validate (and, if needed, modify) our findings for other 
types of targeting practices such as contextual and remarketed 
advertising. A third limitation of our work is highlighted by the 
difference in percentage of negative opinion participants between 
the Exploratory Study (53%) and the Evaluation Study (33%). This 
is likely due to differences in how we measured opinions in the 
Exploratory Study (with open-ended responses) and in the 
Evaluation Study (with our 6-point scale). A scale is useful in 
measuring opinions quickly without having to code open-ended 
responses, but it can introduce bias.  A fourth limitation of our work 
is that we did not collect information about our participants’ general 
offline and online shopping habits, which could have helped reduce 
statistical noise between conditions. Finally, our Evaluation Study 
does not account for users’ possible overall dislike of ads. It may 
be interesting to account for that in future work by including a 
baseline condition with non-contextual, non-behavioral ads. 
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APPENDIX 
Appendix A 
This appendix contains the study materials. 

A.1  Scenarios – Exploratory Study 
A.1.1 Contextual Targeting Condition 
Imagine that you are reading an article on the New York Times 
website about how to protect your shoes from being damaged by 
rain and snow. You notice that the advertisement next to the article 
is for a pair of shoes. 

You realize that the advertisement has been specifically targeted to 
you based on the article that you’re reading. 

A.1.2 Interest-Based Targeting Condition 
Imagine that you are looking to buy a new pair of shoes online. You 
look at a few different websites that sell shoes. You have not made 
your decision about which pair of shoes you want to purchase. 

A few days later, you are reading an article on the New York Times 
website. You notice that the advertisement next to the article is for 
a pair of shoes. You had not seen this particular pair of shoes when 
you were browsing for shoes some days before. 

You realize that your browsing history had been tracked and that it 
is being used to display an advertisement that has been specifically 
targeted to you. 

A.1.3 Remarketing Condition 
Imagine that you are looking to buy a new pair of shoes online. You 
look into a few different websites that sell shoes. You find a pair of 
shoes that you like, on a website that you’ve never visited before. 
You spend some time looking at this particular pair of shoes and 
then move on to doing something else. You haven’t decided 
whether or not you want to purchase this particular pair of shoes. 

A few days later, you are reading an article on the New York Times 
website. You notice that the advertisement next to the article is for 
the same pair of shoes that you were looking at the other day. 

You realize that your browsing history had been tracked and that it 
was being used to display an advertisement that has been 
specifically targeted to you. 

A.2  Self-developed Measures – Exploratory 
Study  

A.2.1 Perceived Control 
To what extent do you feel that you have control over this type of 
targeted advertising? In other words, to what extent do you feel that 
you can stop receiving this particular type of targeted ads, if you no 
longer want them?  

                                                                    

 
4 Surveys by Louis Harris and Associates for Southern New 
England Telephone, September 1-11, 1983, and by Harris 
Interactive for Business Week, March 3-6, 2000, reported about by 
The Roper Center for Public Opinion Research: 

Please answer this question with respect to the type of targeting 
described in the scenario on the previous page. [5 points scale from 
‘Not at all’ to ‘Very much’] 

<If the response is 4 or 5 on the previous question then the 
following question is shown> 

Please tell us how you would control this type of targeted ads. In 
other words, how would you stop receiving this particular type of 
targeted ads, if you no longer want them? [Open-ended response] 

A.2.2 Previous Experience with Online Privacy 
Invasions Related to Targeted Ads 
Have you personally ever experienced an unpleasant or 
uncomfortable scenario involving targeted ads?  

<If yes> Please describe the unpleasant or uncomfortable scenario 
that you experienced involving targeted ads.  

A.2.3 Previous Experience with Online Privacy 
Invasions in General  
Have you personally ever been the victim of what you felt was an 
improper invasion of your online privacy (irrespective of whether 
it involved targeted ads or not)? [Modified from Surveys by Louis 
Harris and Associates and Harris Interactive4] 

<If yes> Please describe the online privacy invasion that you 
experienced. 

A.2.4 Current Interest in Purchasing Shoes 
How interested are you currently in purchasing a new pair of shoes, 
either online or offline? [5 points scale from ‘Not at all’ to ‘Very 
much’] 

A.3 Products – Evaluation Study [38] 
All 32 products shown below were tested in the pilot study. The 
four digital cameras and four mouthwashes were dropped from the 
list of products used in the shopping task in the second phase. 

 

 

http://www.ropercenter.cornell.edu/public-
perspective/ppscan/116/116012.pdf 
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A.4 Advertisement– Evaluation Study [38] 
A.4.1 Awareness Condition 

 
A.4.2 No Awareness Condition 
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Appendix B 
This appendix contains the study results. 

B.1 Logistic Regression – Exploratory Study 
Odds Ratio: 

 (1) 

Negative 
Opinions 

All conditions 

(2) 

Negative 
Opinions 

Contextual 
targeting 

conditions 

(3) 

Negative 
Opinions 

Interest-based 
targeting and 
Remarketing 

conditions 

Perceived 
Control 

 0.472*** 

(0.103) 

0.567 

(0.229) 

0.304*** 

(0.114) 

Previous 
Unpleasant 
Targeted Ad 
Experience 

4.040** 

(2.642) 

7.708* 

(8.17) 

2.402 

(2.215) 

Male 0.662 

(0.320) 

1.014 

(0.843) 

0.419 

(0.296) 

Age 0.958 

(0.025) 

0.976 

(0.042) 

0.937 

(0.038) 

Caucasian 0.370* 

(0.212) 

0.379 

(0.327) 

0.181* 

(0.171) 

Unemployed 0.635      

(0.420) 

0.719 

(0.880) 

0.312 

(0.305) 

Experience 
in IT 

0.923 

(0.576) 

0.705 

(0.770) 

1.30 

(1.26) 

*p<0.10; **p<0.05; ***p<0.01; Standard errors in brackets 

 
 

 
 

 
 

 
 

 
 

B.2 OLS Regression – Validation Study A 
 

 

 

 (1) 

Consolidated value of our 6-
item scale 

Perceived Control  0.140** 

(0.055) 

Previous Unpleasant Targeted 
Ad Experience 

–1.163*** 

(0.167) 

Male 0.058 

(0.168) 

Age –0.013* 

(0.008) 

Caucasian –0.328* 

(0.196) 

Unemployed 0.216      

(0.202) 

Experience in IT –0.398* 

(0.219) 

Constant 5.222*** 

(0.543) 

*p<0.10; **p<0.05; ***p<0.01; Standard errors in brackets 
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B.3 Results – Evaluation Study (Pilot) 
 

Product 
Category 

Product Mean Std 
Dev 

T test against scale 
midpoint 4 

Environ-
mentally 
friendly? 

Summers et al. 
(2016) Mean, N = 
45 

Summers et al. 
(2016) Std Dev, N 
= 45 

Light bulbs  

 

 

GE Tiffany Stained 
Glass 

2.63 1.47 t(143) = – 11.20,  

p < 0.0001 

No 2.74 1.42 

GE Reveal Halogen 3.21 1.57 t(143) = – 6.06,  

p < 0.0001 

No 3.47 1.35 

GE Energy Smart 5.37 1.45 t(143) =   11.31,  

p < 0.0001 

Yes 5.28 1.41 

GE Energy Smart-
Soft White 

5.29 1.45 t(143) =  – 10.67,  

p < 0.0001 

Yes 5.55 1.19 

Laundry 
detergents 

Seventh Generation 
Natural Liquid 

5.42 1.34 t(143) = 12.73, 

p < 0.0001 

Yes 5.36 1.17 

Tide Total Care 3.10 1.53 t(143) = – 7.02, 

p < 0.0001 

No 3.48 1.31 

Arm & Hammer 
Sensitive Skin 

3.26 1.39 t(143) = – 6.34, 

p < 0.0001 

No 3.26 1.12 

Mrs. Meyer’s Clean 
Lavender 

4.12 1.73 t(143) = 1.16,  

p = 0.25 

Can’t tell 3.04 1.84 

Digital 
cameras 

 

Nikon COOLPIX 
S3500 

2.85 1.38 t(143) = – 9.94, 

p < 0.0001 

No 2.74 1.48 

Polaroid 300 Instant 2.54 1.34 t(143) = – 13.09, 

p < 0.0001 

No 2.48 1.22 

Canon PowerShot 
Sx-500 

2.71 1.43 t(143) = – 10.82, 

p < 0.0001 

No 2.85 1.62 

PENTAX Optio 
WG-10 

2.93 1.43 t(143) = – 8.96, 

p < 0.0001 

No 3.00 1.74 

Mouthwashes  

 

Act Fluoride Rinse 2.97 1.37 t(143) = – 9.09, 

p < 0.0001 

No 3.28 1.46 

Colgate Phos-Flur 
Ortho Protect Rinse 

3.07 1.37 t(143) = – 8.17, 

p < 0.0001 

No 2.89 1.35 

Listerine Total Care 3.10 1.45 t(143) = – 7.50, 

p < 0.0001 

No 3.33 1.38 

Tom’s of Maine 
Natural Cool 

4.49 1.56 t(143) = 3.79, 

p < 0.001 

No 3.98 1.78 

Notebook  

 

Moleskin Hard 
Cover 

3.06 1.34 t(143) = – 8.37, 

p < 0.0001 

No 2.78 1.60 

Lang Deluxe 
Journal 

3.15 1.48 t(143) = – 6.92, 

p < 0.0001 

No 2.85 1.71 
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Greenroom 
Recycled Spiral 

5.01 1.70 t(143) =  7.17, 

p < 0.0001 

Yes 5.07 1.69 

Blank Journal 
Markings 

3.16 1.38 t(143) = – 7.32, 

p < 0.0001 

No 2.98 1.73 

Air purifiers  

 

Holmes Eco-
Friendly 

5.00 1.45 t(143) = 8.29, 

p < 0.0001 

Yes 4.39 1.71 

CleanAirBall 4.15 1.55 t(143) = 1.13,  

p = 0.26 

Can’t tell 4.48 1.41 

Honeywell True 
HEPA 

3.89 1.54 t(143) = – 0.97, 

p = 0.33 

Can’t tell 4.13 1.47 

Vornado AC300 
Whole Room 

3.92 1.43 t(143) = – 0.70, 

p = 0.48 

Can’t tell 3.96 1.58 

Dish scrubbers  

 

Scotch-Brite 
Natural Fiber 

5.51 1.30 t(143) = 13.97,  

p < 0.0001 

Yes 5.07 1.39 

O-Cel-O No Scratch 3.17 1.32 t(143) = – 7.56,  

p < 0.0001  

No 3.07 1.44 

KitchenAid Soap 
Dispensing Palm 
Brush 

3.26 1.34 t(143) = – 6.60,  

p < 0.0001 

No 3.48 1.41 

WayClean Mesh 3.33 1.28 t(143) = – 6.25,  

p < 0.0001 

No 3.39 1.37 

Water bottle  

 

Rive Saboy 4.01 1.63 t(143) = 0.05,  

p = 0.96 

Can’t tell 4.04 1.93 

Ello Pure Fizz 4.15 1.57 t(143) = 1.12,  

p = 0.27 

Can’t tell 4.17 1.77 

Contigo Double 
Wall 

3.91 1.62 t(143) = – 0.67,  

p = 0.50 

Can’t tell 4.07 1.82 

Aladdin Recycle 
Travel 

5.69 1.26 t(143) = 16.08,  

p < 0.0001 

Yes 5.39 1.76 
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B.4 Results – Evaluation Study (Phase 2)  
OLS regression coefficients among all participants (N=697): 

 (1) 

LikeProduct 

(2) 

BuyProduct 

(3) 

CombinedProduct 

Awareness –0.084 

(0.120) 

0.042 

(0.129) 

–0.021 

(0.117) 

Male –0.128 

(0.121) 

–0.160 

(0.130) 

–0.144 

(0.117) 

Age 0.003 

(0.005) 

0.003 

(0.006) 

0.003 

(0.005) 

Caucasian 0.243* 

(0.147) 

0.220 

(0.158) 

0.231 

(0.143) 

Education –0.108** 

(0.047) 

–0.126** 

(0.050) 

–0.117** 

(0.045) 

Constant   4.989*** 

(0.330) 

  3.92*** 

(0.354) 

4.456*** 

(0.320) 

*p<0.10; **p<0.05; ***p<0.01; Standard errors in brackets 
 

OLS regression coefficients among participants who have negative 
opinions about targeted ads (N=228): 

 (1) 

LikeProduct 

(2) 

BuyProduct 

(3) 

CombinedProduct 

Awareness  –0.448** 

(0.222) 

–0.401* 

(0.229) 

–0.424** 

(0.213) 

Male –0.048 

(0.230) 

0.056 

(0.236) 

0.004 

(0.220) 

Age 0.025** 

(0.010) 

0.023** 

(0.010) 

   0.024*** 

(0.009) 

Caucasian –0.184 

(0.269) 

–0.042 

(0.276) 

–0.113 

(0.258) 

Education –0.173** 

(0.087) 

–0.209** 

(0.090) 

–0.191** 

(0.084) 

Constant    4.807*** 

(0.626) 

  3.697*** 

(0.644) 

   4.252*** 

(0.601) 

*p<0.10; **p<0.05; ***p<0.01; Standard errors in brackets 
 

 

 

 

 

 

 

OLS regression coefficients among participants who have neutral 
and positive opinions about targeted ads (N=176): 

 (1) 

LikeProduct 

(2) 

BuyProduct 

(3) 

CombinedProduct 

Awareness  –0.042 

(0.243) 

–0.015 

(0.266) 

–0.029 

(0.242) 

Male –0.239 

(0.244) 

–0.477* 

(0.266) 

–0.358 

(0.243) 

Age –0.010 

(0.010) 

–0.0004 

(0.011) 

–0.005 

(0.010) 

Caucasian 0.231 

(0.337) 

0.357 

(0.369) 

0.294 

(0.336) 

Education –0.061 

(0.092) 

–0.036 

(0.100) 

–0.048 

(0.092) 

Constant     5.422*** 

(0.659) 

   3.828*** 

(0.720) 

   4.625*** 

(0.656) 

*p<0.10; **p<0.05; ***p<0.01; Standard errors in brackets 
 

OLS regression coefficients for models including the interaction 
between ‘Awareness’ dummy and ‘Negative’ dummy among 
participants who have negative opinions or neutral and positive 
opinions (N=404):  

 (1) 

LikeProduct 

(2) 

BuyProduct 

(3) 

CombinedProduct 

Awareness  –0.034 

(0.248) 

0.007 

(0.262) 

–0.014 

(0.242) 

Male –0.125 

(0.168) 

–0.164 

(0.177) 

–0.144 

(0.163) 

Age 0.009 

(0.007) 

0.013* 

(0.008) 

0.011 

(0.007) 

Caucasian 0.005 

(0.210) 

0.121 

(0.221) 

0.063 

(0.204) 

Education –0.120* 

(0.063) 

–0.136** 

(0.067) 

–0.128** 

(0.062) 

Negative –0.133 

(0.236) 

–0.171 

(0.249) 

–0.152 

(0.230) 

Awareness*Nega
tive 

–0.378 

(0.329) 

–0.391 

(0.347) 

–0.384 

(0.320) 

Constant     5.130*** 

(0.465) 

   3.889*** 

(0.490) 

     4.510*** 

(0.453) 

*p<0.10; **p<0.05; ***p<0.01; Standard errors in brackets 
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OLS regression coefficients for models including the interaction 
between ‘Awareness’ dummy and continuous measure for opinions 
about targeted advertising (N=697):  

 (1) 

LikeProduct 

(2) 

BuyProduct 

(3) 

CombinedProduct 

Awareness  –0.419 

(0.324) 

–0.394 

(0.347) 

–0.407 

(0.313) 

Male –0.115 

(0.121) 

–0.146 

(0.129) 

–0.131 

(0.117) 

Age 0.004 

(0.005) 

0.004 

(0.006) 

0.004 

(0.005) 

Caucasian 0.223 

(0.147) 

0.196 

(0.157) 

0.209 

(0.142) 

Education –0.107** 

(0.047) 

–0.127** 

(0.050) 

–0.117** 

(0.045) 

Opinions 0.052 

(0.057) 

0.054 

(0.061) 

0.053 

(0. 055) 

Awareness*Opin
ions 

0.087 

(0.079) 

0.113 

(0.085) 

0.100 

(0.077) 

Constant     4.780*** 

(0.403) 

   3.708*** 

(0.432) 

     4.244*** 

(0.390) 

*p<0.10; **p<0.05; ***p<0.01; Standard errors in brackets 
 

Probit results for likelihood to donate to the charity: 

 (1) 

Donate 

All participants  

(N=697) 

(2) 

Donate 

Only 
‘Negative’ 

group 
(N=228) 

(3) 

Donate 

Only ‘Neutral 
& Positive’ 

group 

(N=176) 

Awareness  0.010 

(0.038) 

0.102 

(0.067) 

–0.053 

(0.078) 

Male –0.047 

(0.038) 

–0.108 

(0.069) 

–0.065 

(0.078) 

Age   0.004** 

(0.002) 

–0.005 

(0.003) 

  0.008** 

(0.004) 

Caucasian 0.029 

(0.047) 

–0.033 

(0.081) 

–0.009 

(0.110) 

Education –0.019 

(0.015) 

–0.009 

(0.026) 

–0.042 

(0.030) 

*p<0.10; **p<0.05; ***p<0.01; Standard errors in brackets 
 

 

 

Tobit results for amount of donations made to the charity (left 
censored at 0): 

 (1) 

Donation 
Amount 

All participants  

(N=697) 

(2) 

Donation 
Amount 

Only 
‘Negative’ 

group 
(N=228) 

(3) 

Donation 
Amount 

Only ‘Neutral 
& Positive’ 

group 

(N=176) 

Awareness  –0.077 

(0.405) 

0.848 

(0.694) 

–0.858 

(0.750) 

Male –0.488 

(0.407) 

–0.667 

(0.716) 

–0.558 

(0.754) 

Age   0.036** 

(0.017) 

–0.040 

(0.030) 

  0.057* 

(0.031) 

Caucasian 0.455 

(0.502) 

–0.424 

(0.832) 

0.561 

(1.047) 

Education –0.125 

(0.157) 

–0.246 

(0.272) 

–0.313 

(0.284) 

Constant –0.383 

(1.112) 

3.413* 

(1.969) 

0.574 

(2.028) 

*p<0.10; **p<0.05; ***p<0.01; Standard errors in brackets 
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ABSTRACT
A new countermeasure recently appeared to fight back against
unwanted phone calls (such as, telemarketing, survey or
scam calls), which consists in connecting back the telemar-
keter with a phone bot (“robocallee”) which mimics a real
persona. Lenny is such a bot (a computer program) which
plays a set of pre-recorded voice messages to interact with
the spammers. Although not based on any sophisticated ar-
tificial intelligence, Lenny is surprisingly effective in keeping
the conversation going for tens of minutes. Moreover, it is
clearly recognized as a bot in only 5% of the calls recorded in
our dataset. In this paper, we try to understand why Lenny
is so successful in dealing with spam calls. To this end,
we analyze the recorded conversations of Lenny with vari-
ous types of spammers. Among 487 publicly available call
recordings, we select 200 calls and transcribe them using a
commercial service. With this dataset, we first explore the
spam ecosystem captured by this chatbot, presenting several
statistics on Lenny’s interaction with spammers. Then, we
use conversation analysis to understand how Lenny is ad-
justed with the sequential context of such spam calls, keep-
ing a natural flow of conversation. Finally, we discuss a
range of research and design issues to gain a better under-
standing of chatbot conversations and to improve their effi-
ciency.

1. INTRODUCTION
Unwanted phone calls have been a major burden on the
users of telephony networks. These calls are often not le-
gitimate (e.g., generated without the consent of the callee)
and can be very disturbing for users as they require imme-
diate attention. In the USA, the Federal Trade Commission
(FTC) has received over 5 million complaints about such
unwanted or fraudulent calls in 2016 [31]. Moreover in 2015,
75% of generic fraud-related complaints reported telephone
as the initial method of contact, which raised from 20% in
2010 [29].

The interconnection of IP and telephony networks facilitates

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
Symposium on Usable Privacy and Security (SOUPS) 2017, July 12–14,
2017, Santa Clara, California.

voice spam, as it significantly reduces the cost of calls. Voice
spam can be performed in many ways, but a common way is
to use an auto-dialer equipment to generate vast number of
calls to a given (or randomly chosen) list of phone numbers.
Once a call is answered, either a pre-recorded message is
played (which is called a robocall), or the callee is assigned to
a live human agent for further interaction. More intelligent
auto-dialer equipment (e.g., predictive dialers) can increase
efficiency of call-agent scheduling and also check if the call
is answered by a person or an answering machine (such as
voicemail) [12]. The spam campaigns are often performed
by call centers that may belong to legitimate companies, as
well as illegitimate organizations.

While the robocalls can be very cheap and very easily dis-
seminated, employing call center agents is often a more costly
operation. A 1-minute robocall costs around 4 cents per
dial1, whereas servicing a customer at a call center can cost
around 50 cents to $1 per minute [13,70]. It is also common
to utilize overseas call centers (e.g., call centers in India or
Philippines [45]), to take advantage of cheap labor. Such call
centers still cost around 15-20 cents per minute for outgoing
calls [16]. On the other hand, interaction with a live human
agent is likely to make the spam campaigns more efficient.
In fact, among the 5 million complaints received by FTC,
64% were recorded calls (robocalls) [31], which means the
remaining 36% involved human agents. Usually, the num-
ber of call center agents are much lower than the number of
calls that can be generated by the auto-dialer equipments.
As a result, human agents may not have time to answer all
the connected calls. Thus, human agents become a limiting
factor for fraudsters, whereas the actual cost of generating
the call is nearly negligible.

Fighting voice spam is challenging for various reasons. Fraud-
sters may spoof or block the caller identification (caller ID)
information, which makes their identification more difficult.
Overseas fraudsters make law enforcement even harder. In
many countries, regulators offer consumers to register the do
not call lists to reduce the number of unwanted calls. How-
ever, efficiency of these lists are questionable, as the illegiti-
mate parties do not follow these lists anyway. For instance,
the do not call registry in the USA still receives millions
of complaints [31]. Moreover, a recent survey shows that
82% of participants did not notice a significant decrease in
number of calls after registering to the national do not call

1http://www.robocent.com/, http://www.
robodial.org/instantpricequote/
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list [24]. In fact, some forms of calls (such as calls from char-
ities and political organizations) may be exempt from abid-
ing by the do not call lists [32]. In addition, suing telemar-
keters can be time consuming and costly [6]. Even though
important progress has been made on identifying and block-
ing robocalls (such as mobile applications [18,26], call audio
analysis technologies [17], government efforts [28,30]), voice
spam remains an open problem.

On the other hand, individuals have been developing their
own methods to fight these calls. Many videos where the
people are teasing with or scamming back telemarketers and
other phone scammers can be found online [4]. Moreover,
there exists various recommendations on how to annoy tele-
marketers and waste their time [2,33]. Due to the cost of hu-
man labor, wasting time of one telemarketer leads to a waste
of money for the call center, and also saves other people
from falling victims to voice spam. For telemarketers, time
is money, because each new call they make increases their
chance to reach another customer and make profit [3, 47].
However, these individual efforts to stall telemarketers re-
quire the callee to waste his time talking to the telemarketer
as well.

In this paper, we study an automated way of wasting fraud-
sters’ time and resources (while, at the same time, annoy
them). This method employs a chatbot which will act like a
legitimate callee and interact with the fraudsters. Lenny, to
the best of our knowledge, was the first chatbot to become
popular for this purpose. It consists of a set of pre-recorded
sound files that are played in a specific order to engage in a
conversation with a phone spammer.

Although there is no indisputable evidence of this chat-
bot’s origins, some information can be found online. Lenny
has been reported to be a recording performed for a spe-
cific company who wanted to answer telemarketing calls po-
litely [9]. Later, the recordings were modified to suit resi-
dential calls [23]. Moreover, Lenny was inspired from Asty-
Crapper [7], which was an earlier version of such chatbots,
but has not found extensive use. Note that Lenny was not
recorded by a professional actor; the voice and age patterns
were acted (faked) by a person using his own local accent [9].

Lenny is interesting to study, because it is incredibly realistic
and is able to trick many people even without any artificial
intelligence or speech recognition mechanism involved. We
claim that this success relies on the conversational quality of
the recordings. In this paper, we will examine how Lenny is
able to stall fraudsters (even up to 1 hour [11]) and discuss
the effectiveness of such chatbots to fight voice spam.

Currently, Lenny is provided as a free and open service that
allows people to transfer their incoming unwanted calls, us-
ing a warm transfer or call forwarding.

An important aspect of such chatbots is the usability of
the call transfer methods from phone user’s perspective (we
briefly discuss this in Section 6). However, in this paper, we
instead treat the chatbot as a human computer interface and
we study the usability of the chatbot in the specific, sequen-
tial context of spam calls. Because Lenny’s turns fit very
well into the conversation, despite being scripted recordings,
Lenny has good“usability”as a conversation partner in spam
calls. The better its usability, the longer time the caller will
waste on the phone, consequently damaging the spam cam-

paign and protecting real users.

We rely our analysis on the call recordings that are available
at the public Youtube channel [15]. We select 200 videos
from this channel (corresponding to 2,000 minutes of calls)
and examine the transcriptions of these calls. We also ana-
lyze more than 19,000 call data records (including call date,
time and duration) collected by this phone system in the
last 1.5 years. Our aim is to shed light on various types of
spam calls, different strategies employed by spammers, and
also to analyze the conversational properties of these calls to
better understand the effect and efficiency of this chatbot.

In summary, in this paper, we make the following contribu-
tions:

• We make the first study analyzing a chatbot, which
also acts like a high interaction honeypot, to fight
voice spam. We observe the different types of spam
calls, and evaluate spammers’ strategies and interac-
tions with this chatbot.

• We explore the reasons behind the success of this chat-
bot from an applied conversation analysis perspective.

• Finally, we discuss the challenges in the widespread
use of such chatbots and a series of research and design
issues.

2. BACKGROUND AND RELATED WORK
In this section we review related work, first on voice spam,
then on chatbots and finally on conversation analysis.

2.1 Voice Spam
Voice spam can take many forms and it has been widely
studied in the literature. Some studies aim to explore the
telephone spam landscape, and better understand the spam-
mers’ techniques. A technique frequently used for this pur-
pose is telephony honeypots. A telephony honeypot is a set
of phone numbers used to receive spam calls which are re-
ceived by an automated system (e.g., a VoIP PABX such as
Asterisk) and can be interactive (responding to the call and
interacting with the caller) or low interaction (not respond-
ing to the calls) [35]. Gupta et al., uses a telephony hon-
eypot to analyze 1.3 million calls in a low interaction hon-
eypot [36]. [51] analyzes data from another honeypot that
receives robocalls and record the incoming audio. By using
certain audio features [20], authors shows that it is possible
to identify the infrastructure and the distinct actors behind
spam campaigns. Authors find that 51% of robocalls were
initiated from 38 different infrastructures [50].

Miramirkhani et al. [54] takes a different approach and stud-
ies technical support scams. Authors identify websites ad-
vertising scam phone numbers and call 60 of these num-
bers to interact with the real scammers. They also analyze
scammer demeanor (finding that they are usually polite) and
the social engineering techniques used by scammers (such as
showing various warnings to convince a computer is compro-
mised). Another approach studied in [67] is to look at the
linguistic properties of IRS scam calls posted online. This
study aims to understand how forensic linguistics may help
in the identification of social engineering attempts.

Tu et al. [69] surveys the existing unwanted call preven-
tion techniques and presents an evaluation criteria to assess
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these. In fact [69] shows that none of the techniques are
perfect. While use of chatbots may not be counted as a
real spam prevention method, it might be useful to reduce
unwanted calls, as it would damage the financial benefits of
spammers [61].

2.2 Chatbots
Bots have been built as personas (an artificial but realistic
identity) who produce a recognizable type of conduct from
the members of such categories (for ex. an “old guy”). Since
ELIZA [73], chat bots associate a recognizable identity with
a specific ability to produce some linguistic contribution (for
instance, turns at talk).

Today, advanced artificial intelligence techniques enable in-
telligent chatbots, used as personal assistants on smartphones
(e.g., Cortana, Siri), application communications (e.g., bank-
ing [19]), even as a friend [71]. There are industry efforts to
build better and more intelligent chatbots [1,49]. While such
advanced chatbots are generally not publicly available, they
often have a synthetic voice which is distinguishable from a
real human voice. However, it can be expected that such
chatbots will keep on improving.

Lenny is not the only chatbot used to fight telemarketers.
For example JollyRoger [14] is another similar, but paid,
service that hosts multiple chatbots with different personas.
However, to the best of our knowledge, Lenny was the first
freely available chatbot with a significantly large and public
dataset.

2.3 Background on Conversation Analysis
Conversation Analysis (CA) is a sociological perspective which
aims at studying the organization of natural talk in interac-
tional order to uncover the seen but unnoticed [34] method-
ical apparatus which speakers and recipients use in order
to solve the basic organizational issues they deal with while
talking. Trying to show how the participants to a conver-
sational exchange orient themselves on those methods, CA
adopts a descriptive stance, deeply rooted into the detailed
analysis of recorded conversational exchanges. Four main
apparatus have been isolated and explained, which corre-
spond to four major organizational problems that speakers
have to solve.

The first range of issues comes from the management of
speakership and hearership between the participants to a
conversational exchange. In their famous paper, Sacks et al. [59],
present the turn-taking apparatus, a model of the methods
used to minimize gaps and overlaps while distributing turns
in conversation.

In a second classic paper [65], the authors isolate a sec-
ond pervasive conversational practical problem that speak-
ers tend to solve: the trouble management issue. This second
apparatus provides a model to explain how speakers repair
any trouble in hearing, understanding, or speaking.

The third apparatus deals with the sequential organizations
of actions in talk exchanges, which we will be using along
this paper and therefore deserves a more detailed presenta-
tion. Conversationalists assemble their turns in sequences of
action which go together. A sequence is an “ordered series of
turns through which participants accomplish and coordinate
an interactional activity” [53]. A common type of sequence,

composed with two interrelated turns has been called an
adjacency pair [60, 62, 64]. Question → answer, greetings
exchanges, offers → acceptance/rejection or request → ac-
ceptance/rejection share many properties of adjacency pairs.
Indeed, they consist of two utterances, a first part and a sec-
ond part (the order), produced by different speakers with an
adjacent positioning (contiguous) [60]. The first and second
parts fit into specific types, for example, question and an-
swer, or greeting and greeting. The form and content of the
second part depends on the type of the first part. Given
that a speaker has produced a first part, the second part
is relevant and expected as the next utterance. Adjacency
pairs share a normative property: Once a first pair part
is uttered it becomes conditionally relevant that the other
participant should produce the relevant second pair part. In
other words, adjacency pairs point to the normative expec-
tations that are embedded into the ways we order turns at
talk as pairs.

The fourth apparatus aims at clarifying how speakers use
membership categories during talk exchanges. [57] and [58]
discussed how conversationalists use categories to recognize,
identify, describe or infer about people. This range of topics
have been explored in a sub CA area called ”Membership
Categorization Analysis” (MCA [42,44]). Identities, such as
“elderly”, can be displayed within and through the sequen-
tial organization of talk, without being explicitly referred
to. Most CA studies have demonstrated how categories and
identities are made demonstrably relevant by the partici-
pants themselves in the detail of their talk.

3. DATA COLLECTION & METHODOLOGY
Telephony honeypots commonly use large sets of unused
phone numbers, such as new (previously not allocated) phone
numbers or, better, numbers which have been returned by
users who receive too much spam. Such phone numbers are
then directed to an IP-PBX (IP based Private Branch Ex-
change). An IP-PBX uses a set of phone lines to receive
calls and allows to process (e.g., answer, record, forward)
these calls. Low interaction honeypots will let ring the call
or hangup and record the call metadata. In addition to
this, a high interaction honeypot will answer the call and
interact with the caller. A difficulty for setting up high in-
teraction honeypots is that in many countries recording the
call requires both caller and callee agreement, otherwise,
recording without agreement could be considered as illegal
wiretapping. Asking for permission would however change
caller behavior or raise suspicion. Indeed, as it is uncom-
mon for callees to request permission to record this would
bias the study. The recordings we used in this paper were
all conducted in a country and under conditions which make
those recordings legal.2

3.1 Lenny’s Interactive Voice Response (IVR)
System
Lenny’s voice recording are publicly available, and our study
focuses on one particular deployment which made audio
recordings available and attracted a significant amount of
interest [8, 22].

In Lenny’s particular implementation (Figure 1), incoming
phone calls are answered and the set of audio recordings are

2We omit details to preserve the anonymity of the PBX
maintainer.
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Figure 1: Deployment setup and usage.

played one after another, to interact with the caller. There
is no speech recognition or artificial intelligence to select or
modify Lenny’s answers, the same set of prompts is always
used in the same order. This is controlled by an Interactive
Voice Response (IVR) script which allows simple scripting
and detection of silences.

The script starts with a simple “Hello, this is Lenny.” and
will wait for the caller to take his turn. If he does not
respond within 7 seconds, the server switches to a set of
“Hello?” playbacks until the caller takes his turn. However,
if the caller speaks, the IVR script waits until he finishes his
turn. The script detects the end of the caller’s turn by de-
tecting a 1.55 second long silence period, at this point it will
play the next recording. When the 16 distinct turns that are
available have been played, it returns to the 5th turn (the
4 first prompts are supposed to be introductory adjacency
pairs) and continues playing those 12 turns sequentially, for-
ever.

The PBX server hosting Lenny is reachable both via a SIP
URI and via a landline number. Some common methods to
transfer a call to Lenny are (Figure 1):

• When a phone user identifies a spam call, he asks the
spammer to hold on for a second, then either transfers
the call to the phone number of the PBX server or
creates a 3-way conference call, and lets Lenny interact
with the spammer.3 In this case, the caller ID logged
on the PBX server will belong to the phone user.

• A user can directly forward previously known (black-
listed) spam numbers to Lenny. In this case, Lenny
will be the first respondent of the call, and the PBX
server will log the spammer’s caller ID.

It is estimated that around 500 users are using this service,
as the calls are targeted to real users they sometimes contain
private data, such private data is curated before the calls are
made public.

3.2 Public Dataset and Selection
We use data collected by a popular deployment of Lenny
for which a set of call recordings are available online on

3In a conference call, the user can mute his phone and does
not need to interact.

Youtube [5]. As of November 14th, 2016, the Youtube chan-
nel contains 487 unsolicited calls answered by Lenny, with
an average call duration of 09:43 minutes. In addition to
this, we obtained the PBX server call logs (call date, time
and duration) for 19,402 spam calls sent to Lenny over 18
months (from 06/17/2015 to 12/17/2017).

Among the 487 public call logs, we select 200 calls randomly,
but preserving the call durations distribution (Figure 2). We
also include some interesting outliers, like a 1-hour call.

We then used a commercial transcription service to facili-
tate the analysis of the call recordings. Over 2000 minutes
of Lenny calls were transcribed with verbatim transcription
and timing of each turn of the conversation. We chose a
professional transcription service over a speech recognition
tool (like in [51]) in order to obtain the high transcription
accuracy required for conversation analysis. Finally, we con-
verted selected fragments of transcripts to the Jeffersonian
transcription notation [46] required for very fine grained
analysis.

3.3 Limitations of the Dataset
While this dataset is relatively large and instructive on the
discussions between abusive telemarketers and Lenny, it comes
with a few limitations.

First, the audio recordings publicly available on Youtube
were selected by the owner of the PBX server subjectively,
with a changing criteria over 3 years.

Second, the call recordings are not always complete, they
only contain the part of the call that is handled by Lenny
(after it has been transferred) and some parts have been
edited to remove personal information.

Finally, the IP-PBX does not always receive the caller ID
information of the spammer, but the caller ID of the user
transferring the call. As a result, it is not possible to pre-
cisely know the spammers’ caller IDs and to use this in our
analysis. Moreover, a user may arbitrarily transfer only a
subset of the spam calls he receives, so the coverage is lim-
ited compared to the other honeypots which do not require
a human to transfer the call [36,51].

Nevertheless, this dataset is very interesting to understand
and analyze the audio conversations between a telemarketer
and an automated system.

4. ANALYZING THE SPAM LANDSCAPE
In this section we will analyze the voice spam landscape,
comparing our observations with previous work. We will
also analyze how call agents behave and how their behavior
vary according to the type of the spam call.

4.1 Observations on Call Logs
We observe several trends on the spam calls, using the 18-
months dataset of 19,402 calls. Figure 3 shows how the calls
are distributed over the days of a week and hours of a day.
Majority of the calls were made on weekdays and business
hours, which is in line with the findings in [36].

Figure 4 shows the distribution of the call durations (in
minutes). In particular, 78% of the calls were less than 2-
minutes long. On closer inspection, many of those short du-
ration calls were due to call forwarding problems. In other,
more frequent cases “abandoned” calls were dialed by a pre-
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Figure 2: Histogram of call durations uploaded on
Youtube channel, (a) all calls as of November 14th,
(b) selected calls.

dictive dialer, but were not transferred to a human agent
afterwards, or dropped by the caller. Unfortunately, we did
not have access to all recordings of such calls and we there-
fore do not have detailed measurements on this aspect. We
assume that the calls longer than 2 minutes contain real con-
versations of spammers with Lenny. Considering the 4094
calls that are longer than 2 minutes, we find that Lenny
stalled spammers for more than 385 hours in 18 months,
with an average call duration of 5.6 minutes.

Due to privacy concerns, the PBX logs we obtain do not con-
tain any caller IDs. Moreover, as explained in Section 3.1,
caller IDs received by the PBX may belong to the spammers,
and may be spoofed. Therefore, we cannot present statistics
on the increase or decrease of spam calls experienced by in-
dividual users over time. However, we present the monthly
distribution of calls in Figure 5. Note that the increase in
calls may result from the increase in the popularity of the
PBX server among the online community.

4.2 Analysis of Call Recordings
Transcriptions of call recordings provide valuable insights on
different types of unsolicited calls the customers experience,
and the strategies frequently used by fraudsters to convince
customers.

Initially, we isolate the spammers’ turns in each transcript,
tokenize the words and use k-means clustering algorithm
(with k=15) to cluster the spam calls. Then, we manually
examine the results and end up with 22 clusters. Upon fur-
ther examination, we create a broader classification of spam
types: fundraising, telemarketing (targeting home owners,
business owners or personal) and scam calls. Table 1 presents
the descriptions of different spam calls in each category.

In general, fundraising calls aim to collect donation for polit-
ical organizations and charities. Telemarketing calls either
try to identify potential customers for a business (referred to
as ‘lead generation’ calls in telemarketing terminology [21])
or try to sell a product. On the other hand, scam calls in-
clude all sorts of calls trying to deceive people into making
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Figure 3: Histogram of calls by (a) days of a week
and (b) hours of a day. Note that time zone of callee
might be different from time zone of the PBX server
in some cases.
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Figure 4: Histogram of call durations covering 18
months.

a payment or revealing sensitive information to gain illegit-
imate benefits.

We observe that a spam call usually starts with a compo-
sition of the following turns from the caller (see [63] for an
extensive analysis of informal call beginnings):

• Greeting (e.g., ’Hello’)

• Self identification (Name of the call agent)

• Company identification (Name of the business)

• Warm up talk (e.g., ’How are you today?’)

• Statement of the reason of the call

• Callee identity check (callee’s name and attribute)

While identifying the company, spammers often use phrases
assuring the legitimacy of the business. While the telemar-
keters use phrases like “licensed, bonded, insured company”,
scammers are likely to use a illegitimate or fake company
name referring to a well-known institution (e.g., ‘Windows
service center’ or ‘US Grants and Treasury Department’).
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Figure 5: Number of calls received by the PBX
server each month.

However, here we do not judge the legitimacy of the involved
businesses in telemarketing and fundraising calls. Neverthe-
less, these calls are unwanted (as the user transferred them
to Lenny) and often aimed to manipulate customers.

Callee identity check usually aims to verify that the callee is
the ‘decision maker’ (e.g., the owner of the house or business)
or he is in need of a certain opportunity (such as lowering
interest rates for credit card debt).

To better convince the customers, spammers make several
promises throughout the call, such as they will give a free
estimate with no obligation, cancellation is easy or free, the
price is all inclusive or there will be a lifetime warranty.
Another strategy is to pressure the customer for a quick de-
cision. For example, some scams start by congratulating the
person to make him believe that he won something and this
is a limited time offer (e.g., “valid only for today”). On the
other hand, some calls start with a threatening scenario such
as “your computer is getting infected”, “your air duct system
is badly contaminated” or “there are 8,000 home invasions
everyday in the US”.

During the call, spammers ask several questions, some of
which are summarized in Table 1. We believe that even if
the customer does not qualify or does not accept the offer
for the moment, this information is collected to broaden and
verify information on customers, which can be used for more
efficient advertisement in the future [66].

The final purpose of the spammer is often to convince the
customer to make a payment (e.g., by giving credit card
information or home address for the bill), or to get an ap-
pointment for further interaction. We frequently observe
that the spammer does not give the customer an option to
decline. Instead, he asks to choose between two different
products or services. For instance:

• Donation for a political party: spammer asks if the
customer wants to donate $625 or $500, later in the
call $425 or $375, and later, $250 or $100.

• Appointment for home improvement technician: spam-
mer asks if the customers prefers 2:30pm or 4pm.

• Medical equipment: spammer asks if the customer needs
a knee brace or a back brace.
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Figure 6: Interaction of different type of spammers
with Lenny.

4.2.1 Interaction with Lenny
Before we analyze Lenny’s conversational properties, we would
like to present some statistics on how spammers interact
with Lenny. In our dataset consisting of 200 calls, spammers
on average spend 10:13 minutes talking to Lenny. These con-
versations include an average of approximately 58 turns (an
exact calculation is difficult due to overlapping speeches).
Moreover, 72% of calls contain Lenny’s set of scripts re-
peated more than once. On average, a caller hears 27 turns
of Lenny, which corresponds to 1.7 times repetition of the
whole script. These results show that Lenny is a quite suc-
cessful chatbot in continuing the conversation.

Surprisingly, in only 11 calls ( 5% of all calls), the caller
realizes and states that he is talking to a recording or an
automated system. Additionally, 5 of them notice the repe-
titions in Lenny’s turns and state that “something is wrong”
with Lenny. 7 spammers think that Lenny has dementia or
alzheimer and/or try to contact his nurse, whereas 4 other
ones ask Lenny if he is playing a prank on them. 2 of the
spammers who realize Lenny is a recording say that they
are still getting paid for the call, one even threatens him to
be calling every morning at 8:30 am [10]. Moreover, several
spammers aggresively try to interrupt Lenny by shouting
phrases like “sir please stop” or “listen to me”, or even by
clapping hands.

In Figure 6, we analyze how spammers’ behavior vary in
relation to the different type of spam calls. The hang up rate
shows what ratio of the spammers hang up the call on Lenny,
without a proper closing turn. Even though Lenny’s never-
ending turns make it hard to leave the conversation, some
spammers try to politely end the conversation by pretending
that they are not able to hear Lenny or they have to leave for
a meeting, and saying that they will call back at a later time.
The cursing rate shows the ratio of spammers from each
category that use bad language and swear words. Finally,
we present the average call duration for each category as
well.

Looking at Figure 6, we can say that fundraising calls are
more polite than others. Such calls often come from chari-
ties and political organizations, who usually care about their
reputations and impressions they make. Telemarketing calls
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Table 1: Categorization and description of spam types.
Category Descriptions of spam types Requested personal information

Fundraising
(14 calls)

Political calls to collect donations for political parties or organizations
Charity calls to solicit contributions for charities

- Political affiliation
- Credit card information
- Email

Telemarketing
targeting
home owners
(93 calls)

Home improvement calls offering discounts and free price estimates on
various work needed around the house, like window&door replacements
Furnace and air duct cleaning/upgrade promotions
Solar energy calls offering free installation of solar panels to provide
lower rates on electricity bills
Security alarm system companies offering installation of a free
(or discounted) alarm system (but requiring a monthly monitoring fee)
Energy providers offering discounted, flat rate utility bills
Communication providers offering phone/TV/Internet bundles

- Age of the house
- Age of furnace
or air conditioning
- If the callee is
married or single
- Recent electricity bill,
current energy provider
- Recent Internet bill,
current provider
- TV count in the house
- Home address

Telemarketing
targeting
business owners
(12 calls)

Office supply company offering discounts and free shipping on orders
Business directories offering premium business listing

- Business name
- Location

Other consumer
centric telemarketing
(22 calls)

Medication or medical equipment offers, extended car warranty,
newspaper and magazine subscriptions

- Medical history, pain problems
- Car mileage
- Credit card or check address

Scams
(59 calls)

Technical support scams offer a fake tech support service and request money
Vacation scams offer a free vacation, but the customer needs to pay
for government/port taxes
Credit card scam offers lower interest rates on credit card debt,
but the customer gets no real benefits
Advance-fee and cash advance scams promise a sum of money, or funding
for businesses, but the customer needs to pay up-front fees
SEO scam offers guaranteed rankings on search engines (claiming
relation to a well known company)

- Full name, email
- Credit card information
- Credit card balance
- Current bank interest rate
- Business profit
- Business name, website

show similar characteristics, regardless of the call target. On
the other hand, scammers are the rudest callers with 89%
hang up rate and use of swear words in 10% of calls.

We also apply Chi-squared and Fisher’s exact tests on hang
up rates and observe a statistically significant relation be-
tween the hangup rate and spam category (telemarketing,
fundraising, scam): for the significance level of 0.05, p-values
are less than 0.0001.

As opposed to the polite demeanor observed in [54], we
find tech support scammers to be particularly rude against
Lenny, with 100% hang up rate and 20% cursing rate, prob-
ably because Lenny does not comply with their instructions.

Scam calls also have a noticeably shorter average call dura-
tion compared to other spam types. Applying a two sample
T-test (p=0.05) for each pair of the three categories shows
that the duration of scam calls are indeed significantly dif-
ferent from both fundraising and telemarketing calls. Again,
a possible reason is that the scammers do not want to waste
time with Lenny, once they realize that Lenny will not an-
swer their questions or do what they ask. However, fundrais-
ing and telemarketing calls do not have a significant differ-
ence between them.

5. USABILITY OF LENNY AS A CONVER-
SATION PARTNER: AN APPLIED CA
APPROACH
Lenny’s efficiency is closely related to how the pre-recorded,
pre-defined turns are able to do the job that is inevitably,
and unremarkably done during each call, to solve the multi-

Figure 7: CA transcript of the first pre-recorded
Lenny’s “turns” (formatted with [46]).

ple, interrelated tasks which come from the fourth levels of
the organization of talk (Section 2.3).

5.1 The Structure of Lenny’s Turns
Figure 7 shows the first five turns of Lenny (T1 to T5).
After a direct, informal reception of the call in which he
gives his first name (T1), Lenny introduces a hearing issue
(T2), then produces a first “yes” turn (T3), followed by a
more enthusiastic one (T4), and a last “yes” turn which has
a second part, a verification question about a past event
(T5). From a CA perspective, those pre-recorded items have
both sequential and turn-constructional features, which refer
to the organization of sequences in interaction and to the
organization of turn management.

Each turn is supposed to play a specific role in the construc-
tion of the sequences of actions which will be built in each
call. Though it is not possible to say in advance what those
sequences will consist of, the design of the turns will foster a

USENIX Association Thirteenth Symposium on Usable Privacy and Security    325



specific sequential development. CA stress on two features
of turns in sequence: a turn is addressing the immediate
preceding talk (it is “context-shaped” [38,60]); and a turn is
projecting some next action (it is “context-renewed”). Some
turns become parts of a two-unit sequence, the Adjacency
Pair. Though T1 and T2 have been designed as first pair
parts, which project second pair parts, both T3 and T4 are
designed as second pair parts of an adjacency pair (i.e., that
they are supposed to follow a question, a proposal, request,
etc.). Moreover, the beginning of T4 adds two other com-
ponents: “oh”, a turn-initiated particle.4 which has been
demonstrably analyzed as a change-of-state token [37], a
prefaced response [39] and is frequently linked to the making
of assessment [40], in particular when it is followed by some
assessment token, such as “good”, and the three enthusias-
tic “yes” which end the turn. This design suggests that the
turn can get some local sense from several second positions
besides the yes/no questions and confirms that this turn is
supposed to be “backward looking” [37]. T5 sounds as a ver-
ification question and presupposes that the reason for the
call has been previously introduced by the caller. Then this
turn has a distinctive sequential property: it has been built
to occupy a more specific sequential position in the call (the
position after the reason for the call).

From the perspective of CA, Lenny’s turns share another
feature: they have been designed to display repair related
features. Almost all turns display self-initiated self-repairs
(T.1, 2, 3, 5). The initiations are produced through cut-
off (l.&, 2) or “uh” types. The proper repairs are pro-
duced through repeats (T5) or transformations (T2). It
has been suggested that a high frequency of “disfluencies”
in talk features the class of age of the speaker [43]. Along
with the pitch of his voice, such disfluencies facilitate the
possible recognition of Lenny as an “old man” and bring
an easy explanation for some other understanding troubles
which might occur. The availability of this membership cat-
egory [58] can be used by telemarketers, in some calls, as a
relevant account for other features of Lenny’s talk.

Inspecting Lenny’s turns in isolation is not sufficient enough
to understand how Lenny can be so efficient in so many
different calls. This efficiency is locally built in each call de-
velopment. Once embedded into a real call, Lenny’s turns
display an understanding of prior turn and brings new ma-
terial to be understood by his co-participant. This in situ
inspection of Lenny’s turn is inevitably made, with more or
less care, by the participants, in order to build their own
contribution and to fit each new turn into the ongoing con-
versation. This is what CA calls the “next-turn proof pro-
cedure” [59] and what explains the various, flexible ways in
which Lenny’s turns can play their part in some calls.

5.2 An analytic insight on the opening section
of Lenny’s turns
On one hand, most telemarketers use very detailed scripts
while talking to a prospect. For this reason, the call trajec-
tories might seem to be even more routinely organized than
the informal talk on the phone. On the other hand, the
Lenny corpus displays different types of calls (See Table 1)
and several different caller objectives. This tension between

4“oh” is the “second most common turn-initial object in En-
glish conversation” [41,55]

routine and diversity can be seen in the various sections
which compose the beginning section and is solved, in some
way, by Lenny’s style of participation. In the limited space
of this paper, we will only examine the beginning section,
because it is often a strategic place in which the trajectory
of calls is prepared and launched.

In this paper, the beginning section will refer to the talk
which has been produced before the production of the reason
for the call.

5.2.1 Calls with minimal beginning section
Some calls do not display any beginning section: the reason
for the call is given in the first possible position in the call,
just after Lenny’s first turn.

In a very few calls, this is done without any self identification
of the caller (Fragments 1, 2) or with a minimal identification
(Fragment 3).

Fragment 1.

In turn 2 of Fragment 1, the caller goes directly to the point,
without even a self identification, an identity check question
to the callee, a greeting or any other item. The caller ad-
dresses the callee with the first name he has given in his
first turn. This is the first adaptation of the script to the
specificities of this call with Lenny. Then the business of the
talk is addressed with no more preparation but it refers to
a previous action which the caller has been accomplished on
the phone (“pressing one”). Let us remark that true or not,
its aim is to focus the attention of the callee to bring an an-
swer in the next turn and to attend to the call. In this sense,
this turn makes the organizational job to drive the callee’s
attention right to the business of the call. From a sequential
perspective, this is a not any kind of yes/no question [56]:
the “polarity” of the interrogative embodies a preference for
a “yes”. From the management of turn perspective, an im-
portant consequence here is that a positive answer will give
the floor back to the caller. Then it provides the caller with
a convenient, quick way to get into the call and to project a
next slot for his following question. How Lenny’s first turns
handle those opportunities? First, the T4 initiates a repair
sequence, which is answered by a partial repetition of the
first caller’s turn, the last yes/no question. Because Lenny’s
next turn is precisely designed as a “yes” answer, it does
the job, selects the preferred answer – a “type-conforming
response” [56] and the caller can ask the next question.
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Fragment 2.

In the donation call (Fragment 2), the caller again rushes
into the presentation of the reason for the call, but in a
somewhat different way. Though this long turn is finished
with a yes/no question and then orients to a third turn for
the caller, the donation proposal has been prefaced by a long
attempt to emotionally engage the callee into a supportive
action for police officers and their families who are in diffi-
culty. Thus, it aims to trigger a yes answer. Lenny’s turn
fit very well into this second beginning.

In the two following fragments, the caller rushes into the
business of the call after a short self identification.

Fragment 3.

In Fragment 3, this self identification is completed by an
identification of the institution he is calling on behalf. Then
the caller brings immediately a question to the attention of
the callee. This is a cash advance proposal oriented to busi-
ness owners. From this, we can guess that the phone number
has been found on a list of business firms. In such cases, be-
cause the reason for the call has been built as an attention
getting device, the identity verification check is made after
this turn. Here, after Lenny’s first “Yes” answer (T.6), the
caller adds an identification question which is formatted as
a question about the callee’s professional status.

Fragment 4.

In Fragment 4, the caller quickly identifies the firms he is
calling from, to announce the reason for the call, a promo-
tional offer. Note that after the repair initiation of Lenny
(T4 here), the caller does not repeat the promotional offer
but recycles it as a verification question which gives him the
floor back to re-introduce the offer in the following turn,
after Lenny’s “Yes” turn (T7 here).

5.2.2 Calls with beginning section: a progressive en-
try into the business of the call
In most calls, however, the caller does not introduce the
reason for the call directly in the first turn. He first greets
Lenny back, adds a self identification and/or a“how are you”
question.

Fragment 5.
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In the opening of Fragment 5, the presentation of the rea-
son for the call is prefaced with a first multi-units turn in
which the caller introduces a greeting, a self identification,
and an identification of the firm she is calling for, before
adding a “how are you” question. Note that the next turn,
in which Lenny initiates the “hearing” repair, is answered as
a partial repeat from which the “how are you” is now ab-
sent. Michelle completes this turn as a hearing check, with
a yes/no question. Then Lenny’s first “Yes” turn fits well
in this sequential environment and displays a confirmation.
In turn 6, Michelle, the caller, introduces a first character-
ization of the “reason for the call”, which is often briefly
presented in the opening section. Lenny’s enthusiastic sec-
ond “Yes” turn (T.8) sounds, in this sequential context, as
an authorization to expand the previous announcement.

In fragments 6 and 7, the identification questions have been
introduced before the reason for the call. In Fragment 6, the
identification question is about the callee’s name, while in
the next fragment (7), the identification sequence is relative
to a role.

Fragment 6.

The first identity verification question has been asked in turn
2 by the caller. Then the caller produces a hearing check in
turn 4, using the name of the prospective callee. Because
Lenny’s next turn is the first “Yes” turn, it displays an em-
bodied acceptance of the addressee term and then closes the
identity issue. After a “how are you” question, who confirms
the expected progression of the call, the caller introduces
the reason for the call in next turn. Sometimes the identity
check is not focusing on the name of the callee, but on his
tendency to be the right person to speak with in the context
of the type of offer or proposal which is about to be made.

Fragment 7.

The identification check, which has been introduced in her
first turn by Brianna (Fragment 7), the caller, aims at find-
ing the right person who is responsible for some task (here
the electric bill). She repeats the same question after the
hearing trouble question from Lenny. In this sequential con-
text, the “Yes” turn displays a positive answer to the iden-
tification question. This understanding is embedded in how
Brianna is pursuing the call with the reason for the call. No
doubt that Lenny is the right addressee.

Fragment 8.

In such a sequential structure, the identity check or other
verification questions (“Are you in front of your computer?
Do you have a security system?”) can be built as pre-
sequences, which will sometimes freeze the introduction of
the reason for the call. In Fragment 8, after the presentation
and the “how are you” turn (T.2, 4), the caller introduces a
verification question which is supposed to preface the offer.
The telemarketer tries to ask Lenny whether he has a secu-
rity system (T.6), but does not accept Lenny’s the second
enthusiastic “yes” turn (T.7) as a proper answer. Then, the
telemarketer repeats the question (T.8). The next Lenny’s
turn, which begins with a “yes”, could have been a second
possible acceptable answer to the question, but the tele-
marketer keeps repeating the question (T.10). The several
repeats of the same question display that there is an incom-
ing issue in the conversation which has been noticed by the
caller.

Nevertheless, such instances are very rare in the corpus. In
most cases, Lenny does the job and the reason for the call
can be introduced. The five first turns adjust to the vari-

328    Thirteenth Symposium on Usable Privacy and Security USENIX Association



ous different sequential openings which have been found and
get different senses from their positions in these sequential
environments.

6. DISCUSSION
Lenny’s efficiency is not only related to the specific design of
Lenny’s turns, but also to the orientations displayed by the
caller in his proper turns. The caller’s turns display his local
understanding of Lenny’s turns and he treats Lenny’s turns
as displaying some understanding of his own contributions.
To a certain extent, it does not matter that Lenny’s turns
are fixed, pre-recorded items, as long as this feature is not
discovered by the caller himself during the conversation. The
practical sense of each turn at talk, either Lenny’s ones or
the caller’s contributions, is embedded into the meaningful
web of the call in progress.

A conversation analytic perspective on Lenny’s calls reveals
that the smartness of a bot can not be hidden in a sophisti-
cated AI but in its tendency to participate to the sequential
development of the relative diversity of calls without “freez-
ing” the call. We have shown that this tendency is based
both on the specific design of Lenny’s turns and in their ca-
pacity to merge with the various sequential environments of
different types of spam calls. We will complete in forthcom-
ing papers this first study of openings with broader anal-
ysis of other sections of the same calls: the core parts of
the calls, and the conversational treatment of the looping
mode. Meanwhile, we would like to focus on the complexity
of Lenny’s character, which makes it difficult to replicate,
while keeping its “botness” less visible for the caller.

6.1 Lenny the subtle bot
Lenny’s talk displays a specific perspective which is very bal-
anced in relation to the main orientations of the callers. Like
other professional phone talk settings, unsolicited spam calls
are script-guided and goal-oriented [27]. As Mazeland [52]
has pointed out in one of the very few conversation analysis
studies on telemarketing, the operators try to take control
over the interaction with “initiatory actions” (i.e., first pair
parts).

Accordingly, one of their first jobs is to check that Lenny can
be correctly addressed as a member of a specific category
(e.g., business owner) who is therefore entitled to [44,58,72]
perform a specific activity (e.g., contracting a loan). Callers
have little interest, if any, in addressing Lenny as an in-
cumbent of other social categories (e.g., “grandfather”) or
collections of categories (such as “family”). For the same
reason, callers are not “topically” oriented: they have no
specific interest in “talking” about other topics that people
usually used to bring into ordinary conversations.

Lenny’s talk displays some features which foster callers: he
is ready to talk; he displays some positive alignment in the
very first turns to the reason for the call; he provides some
confirmation of the requested identity. Then the callers have
to deal with other aspects of Lenny’s conduct, which compli-
cates their job. First, they have to address the several repeat
queries and verification questions from Lenny, without get-
ting lost in the script that most operators hearably follow.
So many repetitions tend to threaten the very work of turn-
ing the script that scammers use into the conversation. Rep-
etition queries disturb the organization of the script: some
callers used to jump to the next scripted turn instead of

repeating their previous turn. Second, callers have to find
ways to deal with Lenny’s narratives, which are centered on
family matters. Either they display alignment as possible re-
cipients to such narratives, or they keep some distance with
them and try to come back to their business talk as soon
as they can. Both repeat queries, confirmation queries, and
self narratives allow Lenny to control the turn management
and/or sequential progressivity. Such attempts are difficult
to handle, because most callers share the same orientation
to a scripted interrogative series through which they keep
control over the conversation.

Lenny’s efficiency is deeply rooted in its propensity to main-
tain such a balanced orientation towards the call. Lenny
leads the callers to adjust their own talk to the specifici-
ties of callee’s productions, while maintaining a continuing,
positive orientation to the business of the call. Its brilliant
design lies in the subtle equilibrium it preserves between
control and alignment.5

6.2 Usability of Transferring Calls to Lenny
In this paper we did not study the user aspect of transferring
calls to Lenny. In fact, we have limited control and data on
this aspect of the deployment, but in general the usability of
the call transfer is quite poor. Requesting a user to perform
multiple steps to transfer the call is not likely to scale well
with the general public. On an enterprise desk phone where
buttons can be configured to automatically transfer calls to
a given phone number, the operation can be straightforward.
On the other hand, such tasks are difficult to automate on
mobile phones: call control APIs are very limited and the
audio of a call is in general directly handled by the mo-
bile baseband chip. As a consequence the audio stream is
not easily accessible by applications on unmodified smart-
phones. Thus, automating the use of such chatbots with a
smartphone application, without the involvement of an op-
erator side telephony system, is currently very difficult to
achieve. Nevertheless, the number of people using Lenny
have been increasing as its popularity increases among the
online community.

6.3 Comparing Lenny with Existing Voice Spam
Countermeasures
Chatbots like Lenny does not necessarily prevent voice spam,
in fact, using Lenny may increase the number of unwanted
calls one receives, due to getting marked as a potential cus-
tomer. In this respect, Lenny does not really compare with
the other voice spam countermeasures that often aim to de-
tect and block spam calls [69]. In fact, the recipient will still
be disturbed with the call, and will need to make a decision
on the call type (spam or not) to transfer the call. More-
over, the usability issues with call transfer and the possible
need for a third party system reduces the scalability of such
chatbots.

6.4 Effects on the Economics of Voice Spam
Lenny provides an opportunity to stall fraudsters and slow
down economics of voice spam, by directly and indirectly
increasing the cost of a failed telemarketing or scam call.

To spend 15 minutes or more of a working time with a
Lenny-like bot represents a direct cost for spammers. More

5More Conversation Analysis work will be necessary to gain
a proper understanding of the skilled Lenny.
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importantly, it also results in an opportunity cost, because
the spammer will not be able to target other legitimate cus-
tomers during this time. This increases the call costs until
reaching a valid customer and decreases the volume of calls
a single spammer can generate in a certain time period [68].
On the other hand, victims could save time by using the
chatbot instead of declining the proposal or dropping the
call.

Depending on the expected monetary benefit of a spam
scheme and the rate of use of chatbots, a spam campaign
may become less profitable, or even not be economically vi-
able. However, this would require a large number of chatbot
users. In fact, a recent survey shows that more than 90% of
participants do not listen to telemarketing proposals until
the end; they either politely decline or hang up the call [24].
Another benefit of the generalization of such a service would
be to reduce the economic damage of voice spam on society,
both due to the direct monetary losses [48], and due to the
reduced productivity [25].

A possible consequence is that the spammers will get ac-
quainted with the chatbots and be able to quickly recognize
and avoid them. Thus, a generic framework could be useful
to simplify the creation of personal chatbots, e.g., providing
guidelines on script preparation.

6.5 Guidelines for the design of Lenny-like bots

In the near future, we will try to develop the implications of
our findings on the design of anti-scam chatbots thanks to
a closer collaboration with their designers, either profane or
professionals. For the time being, we propose some general
guidelines for the design of such bots, based on our prelimi-
nary analysis of Lenny’s usability:

• Maximize the coherence between all easily recogniz-
able features of the chatbot which are available at first
hearing: the voice, the local accent, the gender and the
class of age membership have to be congruent in some
way. Other category memberships can be revealed dur-
ing the call: For instance, the callee can reveal that she
is a “mother”, a “daughter” or a “musician” during one
of the narratives.

• The first available recognizable identity of the bot has
to be tied, in one way or another, to the production of
a series of specific type of turns: repeat queries. Design
carefully a variety of repeat queries which can be based
on different motives: hearing issues, connection prob-
lems, technical problems, incidents during the calls,
interruptions from co-present others, etc.

• Design a list of queries checking the identity of the
caller, the proper name of the institution he is calling
on behalf, how much time he needs for this call, the
precise nature of his firm’s main activities, etc.

• Design three or four multi-unit turns. In each of these
longer turns, the first unit which begins the turn has to
display that the following turn will not be connected
to the previous ones, using a “misplacement marker”
(e.g., “by the way”. See [60]). The following turn con-
structional unit will deliver a narrative about some
event which is coherently tied to the first, recognizable,

membership category of the caller or, on the contrary,
which will add a new tied category membership. Dur-
ing the narrative, do not forget to design some short
pauses after each main narrative component in order
to invite the hearer to display some recipiency.

• Design an attention checking turn (“hello?” or“are you
still there?”) which will be activated after a few sec-
onds of silence (the exact duration should be confirmed
with a few tests) after any turn of the chatbot.

• Design carefully the sequential order and the design of
the first turns, which will facilitate or block the initia-
tion of the call and the introduction of the reason for
the call.

• The script has to preserve an equilibrium between turns
which project a next turn from the caller (first pair
parts) and responsive turns which have to display a
positive orientation to the previous, unknown caller
turns.

• Record at least twenty turns, or more to prevent the
risk of the looping mode, which may reveal that the
callee is a bot.

This list of design proposals has been conceived from our
efforts to understand the effectiveness of Lenny. Therefore,
its purpose is to facilitate the design of Lenny-like bots to
be used in the specific and limited context of scam calls, not
to provide a series of rules for bot design. The efficiency
of Lenny-like bots will rely on the unfolding course of each
conversation and will rest on the situated understandings of
the callers, who adjust their actions accordingly.

7. CONCLUSION
Voice spam is a prevalent, yet unsolved problem affecting
telephone users. In this paper, we study a particular anti-
spam chatbot, Lenny, which was created to fight such spam
calls with a set of pre-recorded voice messages.

We first present several statistics showing that despite its
simplicity, Lenny is very effective in dealing with phone
spammers. Then, we propose to investigate the usability of
Lenny from the perspective of Applied Conversation Analy-
sis. We highlight the complexities of Lenny which are “seen
but unnoticed” [34] by his co-conversationalists. Despite the
apparent simplicity of this 16 pre-recorded turns chatbot,
we show that its success relies on a sophisticated equilibrium
between contrastive features: These features give it the nec-
essary flexibility to fit into several sequential organizations,
while keeping sufficient control over the interaction.

Our study also reveals various insights on the voice spam
landscape and common strategies of phone spammers. Fi-
nally, we discuss several factors on the usability of chatbots
against voice spam and possible effects on spam economics.
We believe that widespread adoption of diverse chatbots can
be effective in decreasing financial incentives of spam cam-
paigns.
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APPENDIX
A. ROUGH TRANSCRIPT OF A TELEMARKETING CALL
[00:00:00] Lenny: hello: thi- this is Lenny!
[00:00:03] Telemarketer: lenny, i’m looking for mr. [00:00:04 sound cut]
[00:00:06] Lenny: uh-- sso- sorry, I’b- I can barely hear you there?
[00:00:13] Telemarketer: homeowner.
[00:00:15] Lenny: ye- yes yes yes.
[00:00:19] Telemarketer: mr. [00:00:19 sound cut] we’re giving free estimates for any work

you need on your house. were you thinking about having any projects? a little craning
driveway, roof work, anything you need done. we’ll give you a free estimate.

[00:00:31] Lenny: oh good, yes, yes, yes.
[00:00:34] Telemarketer: what would you like to have done? what were you thinking about?

anything around the house?
[00:00:39] Lenny: uh yes, yes, uh::uh, someone, someone did- did say last week or some- one

did call last week about the same (.) thing, wa-was that, was that, you?
[00:00:50] Telemarketer: no, sir. i’ve might have been in another company. what was it that

you were doing?
[00:00:55] Lenny: ye-yes. ss- sorry, what- wa- what was your name again?
[00:01:00] Telemarketer: yes. what were you thinking about having done?
[00:01:04] Lenny: well, it- it it’s funny that you should call, because, my third eldest

larissa, uhh, she, she was talking about this. (.) u:h #just this last week and .hh you
you know, sh- she is-, she is very smart, I would- I would give her that, because, you
know she was the first in the family, to go to the university, and she passed with
distinctions, you know we’re- we’re all quite proud of her yes yes, so uhh:: yes she was
saying that I should, look, you know, get into the, look into this sort of thing. uhh so,
what more can you tell me about it ?

[00:01:14] Telemarketer: #mm-hmm. okay. alright. well, good, good. [inaudible 00:01:33] so
you’re very proud. okay.# well, we are full-service construction company. we do
everything from the roof to the foundation. we’ve been in business for over 32 years. we’
re licensed, bonded, and insured, and we have plenty plenty of references if you need
them. where you thinking about doing any work inside or outside?

[00:02:05] Lenny: I: I am sorry, I, I (.) couldn’t quite catch you th-, catch you there. wha-
what was that again?

[00:02:12] Telemarketer: where you thinking about doing work inside or outside?
[00:02:17] Lenny: uh. ( ) the: (.) ss sorry, aw again?
[00:02:23] Telemarketer: [laughs] where you going to do work inside or outside?
[00:02:28] Lenny: cou-could you say that again- again please?
[00:02:32] Telemarketer: i tell you what, i’m going to send one of my guys over to your place

. you’re at six [00:02:37 sound cut]. he can sit down with you. he’ll discuss everything
about our services. he’ll give you our coupon. it’s up to 50% off. i’ll have him there,
let’s see it’s 12:30, i can get him over there by 2:30. are you and your wife be home at
2:30? we’ll come by, show show you all our stuff and you can let us know what you wanna
do then. okay.

[00:02:59] Lenny: yes, yes, yes...
[00:03:01] Telemarketer: that makes sense?
[00:03:03] Lenny: sorry uhh, which company did you say you were calling from again?
[00:03:08] Telemarketer: wise. w-i-s-e. it’d be very wise for you to use our services. that’s

our commercial.
[00:03:15] Lenny: well, you know. here’s- here’s the thing because the last time that I--that

someone called up, uh #and spoke to me on the phone, I got in quite a bit of trouble
from--with the people here because I went for something that I shouldn’t have. uh, I
probably shouldn’t be-be telling you that. but um, yes, I-I think m-my- my eldest Rachel,
she-she uh, uh would-wouldn’t speak to me for a week, now, you know that-- that happens,
you know but uh it bit--that really hurt and-and-and sometimes in the family you know
these-these things are quite important you know. they’re more important than uh--uh any,
you know, job or-or-- Phone call or-or-- what- wha-- whatever it is.

[00:03:22] Telemarketer: #mm-hmm. umm-hmm. umm-hmm. that’s okay? mm-hmm. oh boy she got mad
at you?# of course, family is always important. now let me asked you. uh, is three o’
clock going to be good for you and your wife?

[00:04:11] Lenny: well yeah, since--since you-you put it that way, I mean you-you’ve been
quite friendly and straightforward with me here. #um, h-hello?

[00:04:20] Telemarketer: #great. very good.# yes, i’m here. thank you.
[00:04:25] Lenny: hello? #are you there?
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[00:04:25] Telemarketer: #i’m just saying, thank you.# yes sir, i’m here.
[00:04:30] Lenny: #oh yes-- s-sorry. Is-is--I have a-- have a bit of a--bit of a problem with

this phone-- --and-and my hearing is not so good. um, yes,# uh, w-wha- sorry, wha-what
were you saying again?

[00:04:30] Telemarketer: #hello? that’s okay. that’s okay. no problem.# i just saying that it
was a pleasure speaking with you as well and we’re going to have my guy come out and
talk to you and your wife about three o’clock. i just wanna be able to let him know what
it is that you guys were thinking about doing on the house. was it painting or kitchen,
bathroom remodeling? what was it that you guys wanted to have look at?

[00:05:05] Lenny: well, you know with-with the world finances the way they are I know you
know we’re not-we’re not allowed to spend as much as-as what we were. [stammering] how-
how:: how-how-how is this going to uhh h-how is this going to work?

[00:05:23] Telemarketer: well, we’ll have to come out and see what the job is first before we
could talk about any form of uh, money but, uh, you won’t have to worry about that until
we see what it is that you need done.

[00:05:36] Lenny: #well,that-that-that does sound good. I mean, you-you have been very
patient with an old man here and uh [laugh] Bt-it’s uh-- yeah I mean, uh, it’s-it’s
something that-that I’ve been told that I should be looking at-- uh-, my third eldest
laris-larissa, she uh, I think I mentioned larissa before (.) yes-yes she uh-- she says
th-that I should be going for the--something like this but uh, it’s just a matter of what
, you know, what-what is most appropriate for--for uhh th-the time and I guess what not.
sorry could you-- just hang on# for one second here? hang on. [ducks quacking in the
background]

[00:05:36] Telemarketer: #what it is that you are thinking of doing? oh, no problem , that’s
-- that’s our job. i mean your purpose so. yes what was she said-- she told you to have
done? mm-hmm-- i got you.#

[00:06:32] Lenny: yeah. so-sorry #about that. uh-- s-sorry# wha-what were you saying there
again?

[00:06:33] Telemarketer: #yes, sir. that’s okay.# i was asking what work that you need done?
[00:06:43] Lenny: uh yes, yes, uh::uh, someone, someone did- did say last week or some- one

did call last week about the same (.) thing, wa-was that, was that, you?
[00:06:54] Telemarketer: no sir. that may have been another company.
[00:06:58] Lenny: ye-yes. ss- sorry, what- wa- what was your name again?
[00:07:03] Telemarketer: my name is michael.
[00:07:06] Lenny: well, it- it it’s funny that you should call, because, my third eldest

larissa, #uhh, she, she was talking about this. (.) u:h just this last week and .hh you
you know, sh- she is-, she is very smart, I would- I would give her that, because, you
know she was the first in the family, to go to the university, and she passed with
distinctions, you know we’re- we’re all quite proud of her yes yes, so uhh:: yes she was
saying that I should, look, you know, get into the, look into this sort of thing. uhh so,
what more# can you tell me about it ?

[00:07:12] Telemarketer: #mm-hmm, mm-hmm-- what was she talking about? right. what was she
talking about? what was she talking about? what was she talking about? what were she
talking about mr. [00:07:32 sound cut]? looking to what sort of thing mr. [00:07:43 sound
cut] ?# what would she like to have done mr.[00:07:49 sound cut]?

[00:07:51] Lenny: I: I am sorry, I, I (.) couldn’t quite catch you th-, catch you there. wha-
what was that again?

[00:07:57] Telemarketer: what do you want done?
[00:08:00] Lenny: uh. ( ) the: (.) ss sorry, aw again?
[00:08:06] Telemarketer: well, i guess we’ll gonna be here a while. what did she want done?
[00:08:11] Lenny: cou-could you #say that again- again please?
[00:08:12] Telemarketer: #i mean bathrooms.# so do you need your bathroom redone?
[00:08:19] Lenny: #yes, yes, yes...#
[00:08:19] Telemarketer: #maybe your kitchen# how about the drive way? maybe even the garage?

have you done any work on your roof?
[00:08:27] Lenny : sorry uhh, which company did you say you were calling from again?
[00:08:32] Telemarketer: i didn’t say, uh, the thing is we were tying to see what did you

need done.
[00:08:39] Lenny: #well, you know. here’s- here’s the thing because the last time that I--

that someone called up, uh and spoke to me on the phone, I got in quite a bit of trouble
from--with the people here because I went for something that I shouldn’t have. uh, I
probably shouldn’t be-be telling you that. but um, yes, I-I think m-my- my eldest Rachel,
she-she uh, uh would-wouldn’t speak to me for a week, now, you know that-- that happens,
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you know but uh it bit--that really hurt and-and-and sometimes in the family you know
these-these things are quite important you know. they’re more important than uh--uh any,
you know, job or-or-- Phone call or-or-- what- wha-- whatever it is.#

[00:08:39] Telemarketer: #although i love having this conversation. i get paid by the hours,
so the longer i sit, the longer i talk with you, the better um, yeah, right. um, um, how
often do you do this? [laughs] this is so much fun. i-- i’ve never seen anybody have
their own routine over the phone. this is quite cool since both of us are going to talk.
now i’m thinking this is maybe recording because you can’t hear anything that i’m saying
to you at this point. so we might as well just go ahead and do this over.# so now you’re
gonna ask me, "what did i say? i didn’t hear you. would you repeat that?"

[00:09:31] Lenny: well yeah, since--since you-you put it that way, I mean you-you’ve been
quite friendly and straightforward with me here. um, h-hello?

[00:09:45] Lenny: hello? are you there? oh yes-- s-sorry. Is-is--I have a-- have a bit of a--
bit of a problem with this phone-- --and-and my hearing is not so good. um--#um, yes, uh,
w-wha- sorry, wha-what were you saying again?

[00:09:59] Telemarketer: #i ran into a building, that’s not--# did you hear them?
[00:10:15] Lenny : well, you know with-with the world finances the way they are I know you

know we’re not-we’re not allowed to spend as much as-as what #we were. [stammering] how-
how:: how-how-how is this going to uhh h-how is this going to work?

[00:10:29] Telemarketer: #[laughs] this is great.#
[00:10:30] Lenny: h-how is this going to work? hello? are you there?uh yes-- s-sorry wha-what

were you saying there again?
[00:11:16] [END OF AUDIO]

B. ROUGH TRANSCRIPT OF A SCAM CALL
[00:00:00] Lenny: hello: thi- this is Lenny!
[00:00:04] Adam: yeah mr. lenny, you have been chosen to get a lower interest rate, so i

believe you have pressed one to get a lower interest rate right?
[00:00:13] Lenny: uh-- sso- sorry, I’b- I can barely hear you there?
[00:00:17] Adam: i’m saying so i believe you have pressed one to get a lower interest rate,

right?
[00:00:24] Lenny: ye- yes yes yes
[00:00:26] Adam: okay, the interest you’re paying at the moment is 19.9, right?
[00:00:32] Lenny: oh good, yes, yes, yes.
[00:00:34] Adam: and we are going to drop that down to less than 10% on this same call okay?
[00:00:40] Lenny: uh yes, yes, uh::uh, someone, someone did- did say last week or some- one

did call last week about the same (.) thing, wa-was that, was that, you?
[00:00:50] Adam: oh okay, and did they provide you the low interest?
[00:00:56] Lenny: ye-yes. ss- sorry, what- wa- what was your name again?
[00:01:01] Adam: sir i’m saying my name is adam, adam chaw and i’m saying did they provide

you the lower interest?
[00:01:09] Lenny: well, it- it it’s funny that you should call, because, my third eldest

larissa, uhh, she, she was talking about this. (.) u:h just this last week and .hh you
you know, sh- she is-, she is very smart, I would- I would give her that, because, you
know she was the first in the family, to go to the university, #and she passed with
distinctions, you know we’re- we’re all quite proud of her yes yes, so uhh:: yes she was
saying that I should, look, you know, get into the, look into this sort of thing. uhh so,
what more can you tell me about it ?

[00:01:29] Adam: #yeah# so as you know today you are getting this call from low interest rate
department working for the head office of visa and mastercard and you have been chosen
only because of your good payment history. for the past six to seven months, you have
been making your payments on time, right? you always try to make more the minimum
payments right?

[00:02:10] Lenny: I: I am sorry, I, I (.) couldn’t quite catch you th-, catch you# there. wha
-what was that again?

[00:02:13] Adam: #you always try to make more than # the minimum payments, right?
[00:02:18] Lenny: uh. ( ) the: (.) ss sorry, aw again?
[00:02:23] Adam: you always try to make more than the minimum payments, correct sir?
[00:02:28] Lenny: cou-could you say that again- again please?
[00:02:31] Adam: sir, i’m asking you, you always try to make your payments on time, right?
[00:02:37] Lenny: yes, yes, yesâĂę
[00:02:39] Adam: okay, and today that’s the reason you’re getting this call and that’s the

reason we are going to provide to lo--lower interest rate because of your good payment
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history, okay.
[00:02:50] Lenny: sorry uh, which company did you say you were calling from again?
[00:02:54] Adam: sir, we are working for the head office of visa and mastercard, working with

the head office of visa and mastercard and that’s the reason we are going to provide you
the low interest, okay. so grab your card on hand and verify me the membership number
starting from five.

[00:03:09] Lenny: well, you know. here’s- here’s the thing because the last time that I--that
someone called up, uh and spoke to me on the phone, I got in quite a bit of trouble from
--with the people here because I went for something that I shouldn’t have. uh, I probably
shouldn’t be-be telling you that. but um, yes, I-I think m-my- my eldest Rachel, she-she
uh, uh would-wouldn’t speak to me for a week, now, you know that-- that happens, you
know# but uh it bit--that really hurt and-and-and sometimes in the family you know these-
these things are quite important you know. they’re more important #than uh--uh any, you
know, job or-or-- Phone call or-or-- what- wha-- whatever it is.

[00:03:40] Adam: #you tell me your eldest--the daughter’s name for some correction, yeah mr.
lenny i understand that, i understand mr. lenny, that today we are going to provide you
the lower interest # on this same call, so i need you to grab your mastercard on hand and
verify me the membership number starting from five, can you do that?

[00:04:07] Lenny: well yeah, since-#-since you-you put it that way, I mean you-you’ve been
quite friendly and straightforward with me here. um, #h-hello?

[00:04:08] Adam: #can you grab you card and verify me the membership number? # yes, yeah sir.
[00:04:20] Lenny: hello? are you there?
[00:04:24] Adam: yes sir, i’m here. grab #your card and verify me the membership number

starting from five.
[00:04:26] Lenny: #oh yes-- s-sorry. Is-is--I have a-- have a bit of a--bit of a problem with

this phone-- --and-and my hearing is not so good. #um, yes, uh, w-wha- sorry, wha-what
were you saying again?

[00:04:34] Adam: #[laugh] no problem, no problem.# grab your card sir, your mastercard and
verify me the membership number starting from five.

[00:04:47] Lenny: well, you know with-with the world finances the way they are I know you
know we’re not-we’re not allowed to spend as much as-as what we were. #[stammering] how-
how:: how-how-how is this going to uhh h-how is this going to work?

[00:04:56] Adam: #yeah sir, i understand, i understand that completely and that’s the reason
i want to provide you the lower interest on your mastercard. #sir can you grab your
mastercard?

[00:05:07] Lenny: well, that-that-that does sound good. I mean, you-you have been very
patient with an old man here and uh [laugh] it-it’s uh-- yeah I mean, uh, it’s-it’s
something that-that I’ve been told that I should be looking at-- #uh-, my third eldest
laris-larissa, #she uh, I think I mentioned larissa before (.) yes-yes she uh-- she says
th-that I should be going for the--something like this but uh, it’s just a matter of what
, you know, what-what is most appropriate for--for uhh th-the time and I guess what not.
sorry could you-- just hang on for one second here? hang on. [ducks quacking in the
background]

[00:05:19] Adam: #okay, okay yeah so are you grabbing you card sir or should i hang up?#
[00:05:34] [END OF AUDIO]
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ABSTRACT
Through their third-party app installation decisions, users are fre-
quently triggering interdependent privacy consequences by shar-
ing personal information of their friends who are unable to control
these information flows. With our study, we aim to quantify the
value which app users attribute to their friends’ information (i.e.,
value of interdependent privacy) and to understand how this valu-
ation is affected by two factors: sharing anonymity (i.e., whether
disclosure of friends’ information is anonymous), and context rel-
evance (i.e., whether friends’ information is necessary for apps’
functionality). Specifically, we conduct a between-subject, choice-
based conjoint analysis study with 4 treatment conditions (2 sharing
anonymity × 2 context relevance). Our study confirms the impor-
tant roles that sharing anonymity and context relevance play in the
process of interdependent privacy valuation. In addition, we also
investigate how other factors, e.g., individuals’ personal attributes
and experiences, affect interdependent privacy valuations by ap-
plying structural equation modeling analysis. Our research findings
yield design implications as well as contribute to policy discussions
to better account for the problem of interdependent privacy.

1. INTRODUCTION
The vast majority of published research on privacy-decision mak-
ing focuses on individual choices regarding personal privacy. How-
ever, with the accelerating usage of Social Network Sites (SNSs),
mobile platforms and other digital advances with interactive tools,
we observe the increasing relevance of decisions which affect oth-
ers’ information. These interdependent privacy choices involve
scenarios in which a decision-maker has power over the sharing
of personal information about other individuals, which are often
friends, family members or colleagues. Previous work has stud-
ied this problem space from a theoretical [11, 80] and behavioral
perspective [83]. A key finding is that individuals exhibit behav-
iors which can be interpreted as privacy egoism: they value their
own information much higher than the information of a friend [83].
From a theoretical perspective, this phenomenon can be explained
with the economic concept of negative externalities, i.e., individu-
als do not bear the (privacy) cost that they impose on others [11].

However, the understanding of important contextual factors that
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influence interdependent privacy decision-making is still in its in-
fancy. In particular, we do not yet understand how characteristics of
the platform, which mediates the sharing, influence human choices
about others’ privacy. A key aspect is to which degree transparency
(between the sharer and the affected individuals) about a sharing
decision influences the propensity to share information, or affects
valuation of personal information of friends. In other words, our
central research question is whether different modes of anonymity
(or identifiability) influence how a sharing decision is perceived,
when it affects interdependent privacy valuation.

We consider the scenario of third-party app adoption on SNSs whe-
re users are presented with app offers and associated authorization
dialogues which may trigger sharing decisions over their own per-
sonal information and their friends’ personal information [107].
For example, an app may request to access not only users’ own
data, but also information about their friends. In practical settings,
the ability of an affected individual to learn about others’ sharing
decisions is quite modest. For example, users may be subjected to
social app advertisements and may indirectly learn that a friend has
adopted an app which triggers the sharing of friends’ information.1

We focus on studying the impact of this veil of anonymity (as well
as its counterpart full identifiability) of sharing decisions.

To address our research question, our first step is to quantify the
interdependent privacy value by applying the methodology of con-
joint analysis. In our previous work [83], we conducted a full-
profile conjoint study to determine this value, and we use this study
setup as a starting point for the current investigation. However, due
to a high cognitive challenge presented by the full-profile method,
alternative approaches should be taken to address low data qual-
ity (see Appendix A). To respond to this data quality concern and
to improve on our previous work, we utilize a different methodol-
ogy, i.e., choice-based conjoint analysis, to determine interdepen-
dent privacy valuations. Further, we introduce, in the choice-based
conjoint study, four treatment scenarios which differ in whether or
not sharing friends’ data is anonymous (sharing anonymity2) and
whether or not the requested friends’ data is useful to app’s func-
tionalities (context relevance). This allows us to examine how shar-
ing anonymity and context relevance affect app users’ valuation to-
wards their friends’ data.

1In the mobile app context even such spurious cues may not exist
when a user shares an address book or other data type containing
friends’ data. Likewise, in the context of genetic privacy there is no
mechanism that automatically informs other family members about
the decision by one individual to take a test [109].
2To clarify, sharing anonymity does not mean that an app user
shares anonymized friends’ data. Instead, it indicates the situation
where it is hard for friends to identify the person that released their
information to apps.
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In order to comprehensively explain the valuation of friends’ infor-
mation, our second step is then to apply Structural Equation Model-
ing (SEM) analysis to investigate how interdependent privacy val-
ues are influenced by factors such as other-regarding preferences
(see details in later sections), privacy knowledge, privacy concern,
and the treatment conditions, i.e., sharing anonymity and context
relevance.

Our results suggest that valuation of interdependent privacy is af-
fected not only by individuals’ personal attributes and experiences,
such as other-regarding preferences and privacy knowledge, but
also by treatment conditions. In particular, we find that anonymity
plays an important role in interdependent privacy valuation. Specif-
ically, when individuals believe the sharing of friends’ information
is anonymous, they tend to value their friends’ data significantly
less. Similarly, we find app users place a significantly lower value
on their friends’ information when they believe such information is
useful for an app’s functionality.

These results offer valuable insights into the problem of interde-
pendent privacy, which are directly applicable to privacy by de-
sign or re-design initiatives [41, 116]. More specifically, our study
conveys that design features helping to raise individuals’ interde-
pendent privacy concerns will also impact individuals’ valuation
of friends’ personal information. But additional ways to protect
friends’ privacy emerge which can be used by interface designers
and information architects. First, making the sharing of friends’
data identifiable is a viable approach to erect a psychological hur-
dle against unfettered bulk data sharing with third parties as often
triggered by app adoption. Second, informing app users when data
collection is not contextually relevant also influences privacy val-
uations significantly. Computer scientists work on automating the
analysis of contextual relevance in the app context by identifying
over-privileged apps [28, 32, 46], which makes the implementa-
tion of related design features during the app selection process vi-
able. In addition, our research findings also emphasize the impor-
tant roles of governmental interventions and privacy education in
protecting friends’ privacy in the context of app adoption.

Roadmap: We proceed as follows. In Section 2, we discuss re-
lated work on the role of anonymity in individual decision-making.
We further summarize extant work on the value of personal infor-
mation, and the modeling of privacy decision-making. In addition,
we also review existing work on resolving interdependent privacy
conflicts. Next, we present the choice-based conjoint analysis ap-
proach, and the associated results in Section 3. In Section 4, we
discuss the development and results for the behavioral model based
on SEM. Finally, we discuss our findings in Section 5, and offer
concluding remarks in Section 6.

2. RELATED WORK
2.1 Anonymity in Individual Decision-Making

A set of studies in the area of experimental economic research has
focused on the influence of anonymity on decision-making. In par-
ticular, the experimental literature on economic bargaining games
which mostly centers on the analyses of the so-called ultimatum
[42] and dictator games [60] is of high relevance. In the classical
version of both games, a monetary amount (i.e., pie) is offered for
allocation between two individuals. One person acts as the pro-
poser and can suggest a split of the pie. In the ultimatum game,
the recipient of the proposal can reject the offer (then the money
will remain with the experimenter) or accept the split [42]. In con-
trast, in the dictator game the recipient has no decision-making
power (and the pie is allocated according to the proposed split)

[60]. A specific sub-area of this literature is addressing the im-
pact of anonymity from two perspectives: 1) anonymity between
proposer and recipient, 2) anonymity between players and experi-
menter (i.e., double-blind).

Radner and Schotter compare face-to-face (F2F) bargaining with
anonymous bargaining and find that the latter was associated with
an increase in rejected proposals, while the former was associated
with an almost uniform acceptance rate [85]. Prasnikar and Roth
report similar results [78]. However, they also find that F2F com-
munications that explicitly exclude any form of conversation about
the relevant bargaining aspects and are merely social in nature, also
contribute to an almost uniform acceptance rate of proposals which
were later issued without additional F2F exchanges [78]. During
the latter treatment, participants were required to learn the name
and education level of their bargaining opponents. The finding of
this social conversation treatment was interpreted to confirm that
social pressures arising from F2F are influencing subjects; rather
than the discussion of any pertinent aspects of the transaction [89].
Similarly, Charness and Gneezy conduct dictator and ultimatum
game experiments in which they compare treatments in which par-
ticipants were informed about the family names of their counter-
parts (or not) [18]. This manipulation strongly impacted the gen-
erosity of proposers in the dictator game, but not the initial offer of
the proposers in the ultimatum game where strategic considerations
seemed to prevail [18]. Hoffman et al. introduced a double-blind
setup in which the experimenter could not identify the experimental
participants [48]. The results indicate that this double-blind setup
was associated with the most selfish offers by the proposers. Exper-
iments have also been conducted in the field to document the neg-
ative impact of anonymity on donations for environmental causes
[5] or in churches [96].

In addition, a stream of research in the field of information system
investigates the impact of anonymity on individuals’ self-disclosure
on social network sites. These studies mainly focus on two types
of anonymity: discursive anonymity and visual anonymity. Dis-
cursive anonymity refers to the extent to which information can be
linked to a particular source [92], whereas visual anonymity indi-
cates the degree to which others can see and/or hear the person who
discloses the information [92]. Although focusing on this topic for
more than a decade, researchers have not reached an agreement on
either the impact of discursive anonymity or the influence of visual
anonymity on self-disclosure. For example, Qian and Scott [84] re-
port a positive relationship between self-disclosure and discursive
anonymity. However, this association is found to be negative by
Hollenbaugh and Everett [49]. When it comes to visual anonymity,
some studies claim that it is positively related to self-disclosure
[59, 49], while other research fails to detect such an association
[84]. These contradictory empirical findings suggest that the re-
lationship between anonymity and self-disclosure in online social
networks is still in question and should be further examined [49].

Closely related to our work, some studies explore the impact of
anonymity on individuals’ privacy attitudes or privacy behaviors.
In particular, through an empirical study, Jiang et al. [57] report
that when individuals perceive themselves to be unidentifiable, they
feel less concerned about their privacy. In addition, they find that
individuals exhibit higher levels of concern about their own privacy
when other parties’ identities are anonymized. However, we are
still unaware of any research that directly addresses how anonymity
impacts individuals’ attitudes towards others’ privacy. Our study
addresses this literature gap by exploring the impact of anonymity
on the valuation of interdependent privacy.
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2.2 Economic Value of Privacy
Several research projects explore the value of personal information
which is also a central aspect of our study. For example, situat-
ing individuals in a second-price auction scenario, Huberman et
al. elicit monetary valuations for individuals’ weight and height
(which were previously recorded) [54]. They find that deviation
from a perceived population standard drives higher valuations. A
similar approach is used to derive how individuals value informa-
tion about their location traces [24].

In various experiments, participants are presented with situations
in which they trade off privacy for better recommendations [97], a
discount on a product purchase [3, 105], or a pure monetary reward
[79]. In contrast, the willingness to pay to protect information, or
to purchase a higher-priced option with privacy-friendlier terms is
often reported to be low [9, 38, 79], though there are exceptions
[31]. Other research shows that individuals associate little value
with their own information on social network sites (when faced
with the threat of deletion) [7].

Taking a different viewpoint, Acquisti and Grossklags as well as
Grossklags and Barradale investigate how privacy and security pref-
erences relate to financial preferences (e.g., discounting behaviors)
[1, 39]. Böhme and Grossklags study how privacy norms shift on a
micro-lending platform, when platform mechanisms for borrower-
lender matching shift away from placing focus on personal descrip-
tions provided by borrowers [12].

Several researchers have conducted studies with conjoint analyses
beginning with Hann et al. [44, 43]. More recently, Krasnova et
al. used this methodology to understand privacy concerns in SNS
settings [62]. Common to these works is that they also determine
the monetary value of personal information.

In our previous work, we determined the monetary value of per-
sonal and interdependent privacy by applying the conjoint study
methodology [81, 83, 82]. We replicate the utilized basic scenario
to conduct the conjoint study in this paper [83], however, we add
as an additional treatment condition whether (or not) anonymity of
sharing decisions over friends’ information is provided. In addi-
tion, we utilize a different methodology by applying choice-based
conjoint analysis to address data quality concerns from the full-
profile method applied in our previous work [83].

2.3 Explaining Value of Privacy
In our work, we also aim to develop an explanatory model for the
valuation of personal and interdependent privacy as measured with
the conjoint study methodology.

Several related studies have focused on utilizing concerns for per-
sonal privacy as a key construct which is also part of our explana-
tory model [94]. We also draw on published works about antecede-
nts of personal privacy concerns, for example, research which uti-
lizes past privacy invasions as an explanatory factor for personal
privacy concerns [95].

A number of models focus on effects of personal privacy concerns,
for example, by trying to explain purchase intentions [30] or disclo-
sure behaviors [65]. In contrast, our paper is focused on explaining
personal and interdependent privacy valuations as in our previous
work [83]. However, our behavioral model substantially differs by
considering the explanatory effects of other-regarding preferences
[22], perceived control [27], and disposition to value privacy [115];
in addition, our center of interest is to build a model to explain dif-
ferent treatment conditions regarding anonymity. We will detail the
building blocks of our model in Section 4.1.

2.4 Resolve Interdependent Privacy Conflicts

Privacy conflicts may arise in interdependent privacy scenarios,
where privacy preferences of those who share others’ data and those
whose information is leaked are not aligned. These privacy con-
flicts are referred to as multi-party privacy conflicts (MPCs) [103].
Several research projects explore how to resolve conflicts arising
from interdependent privacy issues in social media, although not
in the scenario of social app adoption. A stream of these studies
focuses on providing computational mechanisms or external tools
to deal with MPCs. For example, in the scenario of photo sharing
on social network sites, a system has been proposed so that when
a user is tagged in a photo, he/she can send privacy suggestions or
feedback to those who upload the photo [10]. Also in the scenario
of photo sharing, Ilia et al. [56] introduce a mechanism of blur-
ring faces of individuals (who appear in photos) based on a users’
access control permissions.

To provide support for users to resolve MPCs, some studies pro-
pose sharing policies based on aggregated individual privacy pref-
erences. For example, Hu et al. [51] formulate an access con-
trol model, multi-party policy specification scheme, and a policy
enforcement mechanism to facilitate collaborative management of
shared data. Thomas et al. [103] demonstrate how Facebook’s pri-
vacy model can be adapted to enforce multi-party privacy. Simi-
larly, other mechanisms or access control policies have been intro-
duced in [15, 101] to address MPCs.

Other researchers try to study MPCs from the perspective of game-
theoretic analysis. For example, Hu et al. [52] study a multi-party
access control model to investigate systematic approaches to iden-
tify and to resolve conflicts of collaborative data sharing. Similarly,
a negotiation mechanism is introduced and examined to help users
to reach an agreement in scenarios with MPCs [102].

There is another stream of studies which explores strategies users
have utilized to resolve MPCs. Wisniewski et al. [112] demon-
strate that individuals use both online strategies, such as untagging,
and offline strategies, such as negotiating offline with affected oth-
ers, before posting photos. In addition, they also investigate how
support mechanisms that are provided by social media interfaces
are used by individuals for addressing MPCs [111]. They conclude
that these mechanisms are ineffective, difficult to use, and not easy
to be aware of, and therefore users are more likely to apply offline
coping strategies.

Conducting a qualitative study with 17 individuals, Lampinen et
al. [64] discover that users apply a range of preventive strategies to
avoid causing problematic situations for others. In particular, they
categorize 4 types of strategies: preventive, corrective, individual,
and collaborative. Similarly, Cho and Filippova [20] identify the
same types of strategies based on findings from focus-group inter-
views and online surveys.

In practice, we would expect that individuals would regret many
app adoption decisions, when they revisit apps’ privacy practices
or suffer from conflicts with their friends [34].

Finally, outside the context of SNSs, Harkous and Aberer inves-
tigate sharing practices on cloud storage platforms involving the
access of third-party cloud storage apps to users’ data repositories
by conducting measurements and user studies [45].

In aggregate, most of these studies investigate different ways of re-
solving privacy conflicts that arise from interdependent privacy is-
sues in social networks. However, we are unaware of any research
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that directly explores MPCs in the context of social app adoption.
Our research provides insights for dealing with such privacy con-
flicts.

3. CONJOINT ANALYSIS TO DETERMINE
PRIVACY VALUE
3.1 Design of Choice-based Conjoint Study
Conjoint analysis is a general approach for analyzing consumer
preferences for multi-attribute products and services [37]. In a con-
joint analysis study, it is often assumed that consumers view a prod-
uct as a bundle of certain features (attributes), which have differ-
ent values (levels) [36]. Through testing and analyzing individuals’
preferences for multiple versions of a product (profiles), researchers
are able to decompose the overall utilities of different product ver-
sions, and hence understand the role which each attribute plays in
individuals’ decision-making [58].

Applying the methodology of conjoint analysis to our context, we
assume users view a third-party app as a combination of multiple
app features. For example, if “information an app collects about a
user’s friends” constitutes an attribute of an app, the respective lev-
els will be what or how much of friends’ information is collected.
Through analysis of how individuals evaluate versions of an app,
we are able to infer how each factor, particularly revealing friends’
personal information, affects a user’s decision of adopting an app.

3.1.1 Determination of Apps’ Attributes and Levels
Through conducting 18 semi-structured interviews with app users,
we identified in our previous work [83] four attributes that are most
frequently regarded as relevant to the choice of third-party apps.
In addition, the interview results also helped to determine levels
of these four app attributes. To allow for a direct comparison of
results, we applied these insights also to the current context. In
other words, we used the same app attributes and levels [83] which
are summarized in Table 1.

3.1.2 Selection of Conjoint Analysis Method
There are two popular ways to conduct conjoint analyses: full-
profile conjoint analysis and choice-based conjoint analysis. Typi-
cally, in a full-profile conjoint study, participants are asked to rank
several versions of a product which differ regarding multiple at-
tributes (see an example in Appendix A). Considering that each at-
tribute has multiple levels, ranking even a small number of product
versions represents a very high cognitive challenge to respondents
[36]. Therefore, as is demonstrated in our previous research [81,
83], full-profile conjoint analysis studies include a non-trivial share
of participant responses with low quality.

To address this problem, we decided to apply the methodology of
choice-based conjoint analysis. In a choice-based conjoint study,
respondents are asked to choose an alternative from a small set
(normally 2 or 3) of profiles (choice set) [25] (see Figure 1). Par-
ticipants then repeat this task for a limited number of choice sets,
thereby providing adequate data for analysis. As a result, com-
pared with full-profile conjoint analysis, the choice-based method
poses less cognitive challenges to participants. We expect that by
choosing this approach, we can obtain significantly higher quality
responses.

3.1.3 Selection of App Profiles
We next discuss how to determine the number of choice sets to be
included in the study. While there is no clear guidance on this issue,
prior studies indicate that respondents are capable of managing 17
choice sets without problems [8], and a study on the commercial
use of conjoint analysis reported a median value of 16 choice sets

in typical conjoint study designs [113]. Based on these results, we
included 16 choice sets in our study. Note here, in order to check
for consistency of participants’ responses, we set two choice sets to
be the same. Therefore, our study included 15 distinct choice sets.

We adapted R code provided by Burda and Teuteberg [13] to create
choice scenarios (choice sets) in our study. Specifically, with the
help of the Algorithmic Experimental Design R package [110], we
calculated a fractional factorial design from our full factorial de-
sign (2× 2× 3× 3 = 36 stimuli) by following a 5-step procedure
described in [4]. Using this method, we derived a design including
15 different app profiles which were randomly combined to form
the choice sets. In addition, in order to make the scenario more
realistic, we also introduced the “no choice” option in each choice
set. Therefore, we generated 15 different choice sets, with each of
them including two app profiles and one “no choice” option.

3.1.4 Estimation of Conjoint Model
Hierarchical Bayes (HB) estimation takes into consideration that
individuals have heterogeneous preferences for product-specific at-
tributes and is generally preferred for analyzing choice-based con-
joint models [88]. Without treating all individuals alike, the HB
method allows not only for estimating a conjoint model on an ag-
gregate level, but also for calculating parameter estimates associ-
ated with specific individuals, i.e., individual-level part-worth util-
ities. We further utilize the R package Bayesm [87] to conduct the
HB estimation and to analyze our choice-based conjoint model.

3.2 Design of Survey Experiment

3.2.1 Treatments
Prior research indicates that individuals behave differently when
anonymity is preserved than under circumstances with full informa-
tion; in this case, identifiability and observability. We reviewed this
literature in the related work section, but briefly summarize several
results here. For example, by comparing results of F2F bargaining
and anonymous bargaining in a classic behavioral experiment that
aims to understand how agents cooperate with each other, Radner
and Schotter find that F2F bargaining captured a higher percentage
of gains from trade than anonymous bargaining [85]. Similarly, in
another pair of comparative experiments, Roth and Malouf observe
fewer equal splits and more disagreements in anonymous bargain-
ing than in the F2F setting [90]. Interpreting these results, Siegel
and Fouraker acknowledge that small differences in the social envi-
ronment (such as the provisioning of anonymous communications)
might lead to a large divergence in behavior [93]. Therefore, they
argue that social variables, in particular anonymity, should either
be systematically studied or controlled in behavioral experiments
[93].

Applied to our context, we conjecture that anonymity plays a sig-
nificant role in individuals’ valuations of interdependent privacy.
More specifically, we argue that app users will valuate their friends’
information comparatively lower when they believe sharing friends’
information with apps is anonymous compared to a full information
scenario with observability of actions. In order to empirically in-
vestigate such an effect, we introduced the following 2 treatment
scenarios regarding sharing anonymity:

1. Friends will not be able to discover who releases their informa-
tion to apps (anonymous sharing).

2. Friends will be able to discover who releases their information
to apps (identifiable sharing).

In addition, previous studies reveal that individuals’ privacy con-
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Attributes Attribute Descriptions Attribute Levels

Price Price of the app $0.00: The app is free
$1.99: The app costs $1.99

Network
Popularity

Percentage of a user’s friends
who installed the app

5%: 5% of a user’s friends have installed the app
25%: 25% of a user’s friends have installed the app

Own
Privacy

Information the app collects
about a user

None: The app does not collect any information about a user
Basic profile: The app collects a user’s name, profile picture, gender,
user ID, and any other information the user made public on his/her profile
Full profile: The app collects a user’s Basic profile, and in addition the
user’s valuable information, such as email address, birthday, photos, and
location information

Friends’
Privacy

Information the app collects
about a user’s friends

None: The app does not collect any information about a user’s friends
Basic profile: The app collects a user’s friends’ names, profile pictures,
genders, user IDs, and any other information friends made public on their
profiles
Full profile: The app collects a user’s friends’ Basic Profiles, and in ad-
dition friends’ valuable information, such as email addresses, birthdays,
photos, and location information

Table 1: Summary of attributes and levels

cerns are influenced by whether or not information requests are
context-relevant [68]. For example, Wang et al. [108] discover
that while app users are typically unconcerned about giving away
birthday information to a calendar app, they become uncomfort-
able when the app wants to collect information that is unrelated to
the app’s stated purpose. Motivated by the theory of contextual in-
tegrity [68] and the aforementioned empirical results, we also aim
to explore how app data collection context impacts the value which
app users place on their friends’ information.

To this end, similar to how we account for sharing anonymity, we
introduced the following 2 treatment scenarios regarding context
relevance:

1. The information the app collects about user’s friends is not use-
ful for app’s functionality (irrelevant context).

2. The information the app collects about user’s friends is useful
for app’s functionality (relevant context).

To sum up, we included a total of 4 treatment conditions (2 sharing
anonymity × 2 context relevance) in our study. We then randomly
placed participants in one of the 4 treatments, which was then in-
troduced as part of the task instructions. In addition, we displayed a
short version of the instructions with the treatment conditions above
each choice-based conjoint analysis question.

3.2.2 Procedure
After consenting to take part in the study, participants were ran-
domly placed into one of the 4 treatments, and were provided with
task instructions, where we offered definitions of app attributes
and their corresponding levels. Next, they were presented with 16
questions (see Figure 1 for the app choice interface), which cor-
responded to the 16 choice sets in the conjoint analysis study. In
each question, they were required to select their favorite alternative
from two app versions and a “no choice” option. When participants
selected a “no choice” option, it indicated that neither of the two
provided app versions were preferred by them. Note here, in or-
der to ensure that definitions of app attributes and levels were well
conveyed to participants, we allowed them to revisit the instruction
page during each app choice task.

After participants finished all 16 questions regarding their preferred
choice of app profiles, they were asked to answer several demo-

graphic questions. In addition, since our paper aims not only to
quantify the value of interdependent privacy and its dependency on
sharing anonymity, but also to build a model to explain app users’
privacy evaluation process, we also measured perceptual variables
regarding users’ privacy related attributes, beliefs and experiences
(see details in later sections).

3.2.3 Recruitment and Ethical Considerations
We recruited participants from Amazon Mechanical Turk, a recruit-
ment source that is popular for conducting online user experiments
[35]. We restricted participation to Turkers who had completed
over 50 Human Intelligence Tasks (HITs) with a HIT approval rat-
ing of 97% or better, as well as those who had United States IP
addresses. In addition, eligible participants should have previously
installed at least one app on their social network sites, so that they
were familiar with the scenario setting of our study. We paid $1.50
to each participant after they completed the task.

Our study followed a protocol reviewed and approved by the IRB
of the Pennsylvania State University. In addition, our survey-based
investigation did not raise any significant ethical issues since it was
a standard consumer study with an established study methodology
and hypothetical choice situations, and it did not involve any de-
ception.

3.3 Results of Choice-based Conjoint Study

3.3.1 Participant Data
Our survey study was conducted in September 2016. We collected
a total of 1007 responses. After filtering out data based on con-
ditions such as whether participants are US citizens, whether re-
sponses pass the check conditions implemented in the survey, and
whether responses result in privacy values that are not outliers3,
our final sample included responses of 931 participants for data
analysis. By comparing percentages of low quality responses be-
tween the current study and our prior work [83], we believe that

3For some responses, utilities associated with “$1.99” and “$0.00”
are identical or nearly identical, which indicates zero or approach-
ing zero utility change associated with per-dollar change. In this
case, dollar equivalents for level changes in other attributes are ei-
ther not determinable or abnormally large. Therefore, we did not
include such responses in our analysis.
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Figure 1: Screenshot of app choice interface

the choice-based conjoint method in our study has improved data
quality by about 20%.

Of the 931 participants, 47.6% are male and 52.4% are female.
In addition, our sample covers a wide range of age categories and
education levels, ranging from 18 to over 50, and ranging from
less than high school to higher education degrees such as master
and PhD, respectively. In terms of income level, our participants
have yearly incomes that range from less than $25,000 to more than
$100,000, with a majority of them falling into the categories below
$50,000.

Among the 931 participants, 234 were assigned to T1 (anonymous
sharing & irrelevant context), 230 were assigned to T2 (identifiable
sharing & irrelevant context), 239 were assigned to T3 (anonymous
sharing & relevant context), and the remaining 228 were assigned
to T4 (identifiable sharing & relevant context). Chi-square tests
indicate that these four sample groups do not significantly differ
regarding the demographic measures described above.

3.3.2 Estimations of Privacy Values
In this section, we first describe goodness-of-fit of the estimated
conjoint model. Then, we show how to use the estimated model
parameters to quantify privacy valuations. Note here, following the
practice in Burda and Teuteberg [13], we did not use “no choice”
data, i.e., “None of them” responses during the app choice tasks, to
analyze the model.

We conducted two tests to assess goodness-of-fit of the estimated
model. A likelihood ratio (LR) test was first performed to measure
how well the model and its estimated parameters perform compared
with having no model [104]. The test indicated that all the four
estimated models (one model for each treatment condition) are sta-
tistically valid (p < 0.001 for all models), i.e., the null hypothesis
that the estimated model and zero model are equal can be rejected.
In addition, to assess the validity of our model, we calculated the
hit rate by identifying the alternative with the highest probability in
all 15 choice sets for each participant [104]. Each of the four mod-

els has a hit rate of more than 90%, demonstrating all these four
models are well-fitted.

Next, we calculated dollar values for privacy following the ap-
proach described by Krasnova et al. [62]. Conjoint analysis al-
lows us to calculate individual and aggregated part-worths (utili-
ties), which denote the attractiveness of a specific attribute level.
Based on the part-worths, we calculated utility changes between
various attribute levels as well as corresponding dollar values for
each attribute level change (see details in Appendix B). We show
these results in Table 2, where the “Utility Change” column indi-
cates aggregated utility changes, while the “Dollar Values” column
displays averages of dollar values perceived by individuals.

From Table 2, we can access the dollar values which individuals
place on different dimensions of own information and of friends’
information. For example, we notice that in the scenario where
sharing friends’ information is anonymous and where such infor-
mation is irrelevant to app’s functionality (T1), individuals value
their friends’ basic information (corresponding to friends’ privacy
level change from “None” to “Basic profile) at $0.55, friends’ valu-
able information (referring to friends’ privacy level change from
“Basic profile” to “Full profile”) at $2.36, and friends’ full profile
information (matching friends’ privacy level change from “None”
to “Full profile”) at $3.33.

We also observed from Table 2 that in most cases, dollar values
which individuals place on their friends’ information are slightly
larger compared to their valuation of their own information. At
the first glance, this observation might be counter-intuitive. How-
ever, friends’ privacy value reported here is the dollar value that
an individual places on the information of all of his/her friends.4

Considering that our participants self-reported to have on average
263 friends on their preferred SNS, this means that the value for a

4We made it clear to participants that an app might collect infor-
mation of all their friends by not only using and highlighting the
words “friends”, but also explicitly asking for the number of their
social network friends.
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Attributes Level Change Utility Change Dollar Value
T1 T2 T3 T4 T1 T2 T3 T4

Price $0.00⇒ $1.99 -3.43 -2.62 -3.60 -3.36 -1.99 -1.99 -1.99 -1.99

Own
Privacy

None⇒ Basic profile -0.35 0.24 0.37 0.53 0.02 -1.38 0.20 0.34
Basic profile⇒ Full profile -3.69 -2.73 -2.51 -2.80 -2.80 -2.28 -2.27 -2.36
None⇒ Full profile -4.04 -2.48 -2.14 -2.27 -2.78 -3.66 -2.07 -2.02

Friends’
Privacy

None⇒ Basic profile -0.60 -1.31 -0.17 -1.39 -0.55 -1.74 -0.02 -0.80
Basic profile⇒ Full profile -3.37 -2.33 -1.82 -2.85 -2.36 -3.20 -1.49 -2.26
None⇒ Full profile -3.97 -3.64 -1.99 -4.25 -3.33 -5.40 -2.09 -2.82

Table 2: Utility change and monetary value of change

single friend’s personal information is very small (as small as a few
cents) suggesting that individuals are privacy egoists.

3.3.3 Effects of Sharing Anonymity and Context Rel-
evance on Privacy Valuation
We conducted a two-way analysis of variance (ANOVA) to investi-
gate both the effects of sharing anonymity and context relevance on
personal privacy valuation and interdependent privacy valuation.

Our analysis shows a significant main effect of sharing anonymity
on the valuation of friends’ basic information (F(1,931) = 11.95,
p = 0.001), friends’ valuable information (F(1,931) = 6.33, p =
0.012), and friends’ full profile information (F(1,931) = 5.03, p =
0.025). More specifically, when sharing friends’ information is
anonymous, individuals value their friends’ privacy significantly
less than in the scenario where such sharing behavior is identifi-
able (see Figure 2, Figure 3, and Figure 4).

Figure 2: Effects of sharing anonymity and context relevance
on valuation of friends’ basic information

When it comes to the valuation of own personal privacy, we fail to
detect a significant impact of sharing anonymity. In other words,
the condition as to whether or not sharing friends’ information is
anonymous does not affect how individuals value their own basic
information (F(1,931) = 1.72, p = 0.189), own valuable informa-
tion (F(1,931) = 0.14, p = 0.708), or own full profile information
(F(1,931) = 0.90, p = 0.344).

As to the condition of context relevance, we find it to significantly
affect valuation of interdependent privacy. Individuals place lower
values on friends’ basic information (F(1,931) = 6.61, p = 0.010),
valuable information (F(1,931) = 7.92, p= 0.005), and full profile

Figure 3: Effects of sharing anonymity and context relevance
on valuation of friends’ valuable information

information (F(1,931) = 9.32, p = 0.002), when they believe that
information improves apps’ functionality compared to the alterna-
tive scenario (see Figure 2, Figure 3, and Figure 4).

The impact of context relevance regarding the valuation of own
valuable data is insignificant (F(1,931) = 0.15, p = 0.696); how-
ever, we observe that the treatment effect is significant for the value
which individuals place on their own basic information (F(1,931)=
3.86, p= 0.050) and full profile information (F(1,931) = 7.17, p=
0.008). This might indicate that the condition of context relevance,
even though only information is given to the individual about the
relevance of app’s usage of friends’ personal information, has a
partial spillover effect on the valuation of their own privacy.

In addition, we tested for any possible interactions between sharing
anonymity and context relevance on privacy valuation. However,
such effects do not exist for either own privacy valuation or inter-
dependent privacy valuation.

4. INVESTIGATION OF DETERMINANTS
OF PRIVACY VALUE WITH SEM
By applying choice-based conjoint analysis, we quantified the dol-
lar values which app users place on their own and friends’ privacy.
We next aim to position the conjoint study results in an SEM model
to investigate what drives the valuation of personal and interdepen-
dent privacy. More specifically, we seek to understand how factors
such as different dimensions of privacy concerns, their antecedents,
sharing anonymity, as well as context relevance affect the valua-
tions of app users’ own and their friends’ information.
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Figure 4: Effects of sharing anonymity and context relevance
on valuation of friends’ full profile information

In this section, we first identify factors that affect users’ valuations
of privacy based on the existing literature. We next build an SEM
model to examine relationships between these identified factors and
the measured privacy valuations.

4.1 Hypotheses and Research Model
When individuals provide their information to other parties, a so-
cial contract, which is generally understood as the expectation that
these parties will manage personal information properly [77], is
formed [16]. If individuals believe their personal information has
been misused, they may consider such an implied contract breached
[77, 23], and hence lower their trust assessment associated with the
involved parties. In addition, prior research shows that in the elec-
tronic commerce context, an online consumer’s privacy being in-
truded by a single online company could lead to the perception of
information misuse by the entire community of online sellers [75].
In particular, individuals who have been exposed to or have been
the victim of personal information abuses could be more aware of
what actions other parties could take to invade privacy [2]. Such
awareness might in turn lead to the reduction of their trust in online
companies. Applying this to our context, we argue that the more
past privacy invasion experiences individuals have, the less likely
they are to trust apps’ practices to protect their privacy. Therefore,
we hypothesize:

Hypothesis 1: There is a negative relationship between individu-
als’ past privacy invasion experiences and their trust in apps’ data
practices.

Previous studies demonstrate trust can enhance the evaluation of
benefits, and can mitigate privacy concerns [74]. In particular,
Hoffman et al. [47] argue that in the setting of online commerce,
trust creates positive attitudes toward Web retailers. More specifi-
cally, trust refers to individuals’ feelings that they will gain the ben-
efits they expect without suffering negative consequences [74]. In
this manner, we believe that app users who trust apps’ data practices
are less likely to be concerned when releasing their own personal
information to apps. Hence, we making the following hypothesis:

Hypothesis 2: There is a negative association between individuals’
trust in apps’ practices and their concerns for own information pri-
vacy.

Disposition to value privacy is a personality attribute reflecting an
individual’s inherent need (or general tendencies) to manage per-
sonal information space [115]. Therefore, as opposed to individu-
als who tend to be more open regarding the sharing of their personal
information, individuals with a higher disposition to value privacy
will also express a higher level of concern when disclosing their
own personal information to others. Hence, we argue:

Hypothesis 3: Individuals’ dispositions to value privacy are posi-
tively related to their concerns for own information privacy.

Empirical evidence in numerous studies reveals that control is one
of the key factors that affects privacy concerns [27, 77]. For exam-
ple, it has been found that individuals’ perceptions of control over
dissemination of personal information are negatively related to pri-
vacy concerns [66, 114]. Additionally, research has provided evi-
dence that, in general, individuals will have fewer privacy concerns
when they believe they can control the release and dissemination of
their personal information [100, 66]. To confirm these findings, we
also make the following hypothesis:

Hypothesis 4: Individuals’ perceived privacy control is negatively
associated with their concerns for own information privacy.

Prior research shows that receiving negative news reports regard-
ing privacy, such as stories about the gathering and misusing of
personal information, contributes to individuals’ privacy concerns
[70]. Therefore, we argue that the more knowledge about privacy
an individual has, the higher the level of concerns he/she will ex-
press over both own and friends’ privacy. Hence, we hypothesize:

Hypothesis 5: Privacy knowledge is positively related to individu-
als’ concerns for their own information privacy.

Hypothesis 6: Privacy knowledge is positively related to individu-
als’ concerns for their friends’ information privacy.

Experimental results provide substantial evidence for the existence
of other-regarding preferences [22, 98]. In a nutshell, the theory of
other-regarding preferences indicates that individuals are not purely
selfish, but rather care about others’ well being. However, they
differ in the extent to which they care about others, which can be
determined by measuring the strength of their other-regarding pref-
erences. Applying this theory to our context, we believe individuals
who have higher other-regarding preferences express higher levels
of privacy concerns over their friends’ information. Hence, we ar-
gue:

Hypothesis 7: Individuals’ other-regarding preferences are posi-
tively related to their concerns for friends’ information privacy.

In addition, it is reasonable to assume that while keeping other fac-
tors constant, more privacy-concerned individuals exhibit higher
privacy valuations (as measured in the conjoint study). It follows
that we hypothesize:

Hypothesis 8: Individuals’ concerns for their own information pri-
vacy are positively associated with the perceived monetary value of
their own information.

Hypothesis 9: Individuals’ concerns for friends’ information pri-
vacy are positively associated with the perceived monetary value of
their friends’ information.

Recall that in the conjoint analysis study, we introduced four treat-
ment conditions manipulating whether disclosure of friends’ infor-
mation is anonymous (sharing anonymity), and whether friends’ in-
formation is necessary for apps’ functionality (context relevance).
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Figure 5: SEM explaining privacy valuation

The conjoint analysis results show that both sharing anonymity and
context relevance impact the value which app users place on their
friends’ information. When it comes to the valuation of own infor-
mation, we detect a (partial) significant spill-over effect of context
relevance, but not for sharing anonymity.

Here, we integrate these effects in the SEM model not only for
building a more comprehensive model of privacy valuation, but
also for providing an additional method to examine significances
of these effects. Therefore, we assume:

Hypothesis 10: Under the condition of anonymous sharing, indi-
viduals place lower monetary values on their friends’ information
compared with identified sharing.

Hypothesis 11: Under the condition of anonymous sharing, in-
dividuals place lower monetary values on their own information
compared with identified sharing.

Hypothesis 12: Under the condition of context-relevant data col-
lection, individuals place lower monetary values on their friends’
information compared with context-irrelevant data collection.

Hypothesis 13: Under the condition of context-relevant data col-
lection, individuals place lower monetary values on their own in-
formation compared with context-irrelevant data collection.

We present the research model, which is based on H1 ∼ H13, in
Figure 5.

4.1.1 Measurement Scale Development
To the extent possible, we adapted measurement scales for the main
constructs in this study from prior research to fit the app adoption
context.

Adapting from Smith et al. [95], 4 questions were used to assess
past privacy invasion experiences. Trust in apps was measured by a
shortened 4-item version of trust measures from Fogel and Nehmad
[33], Krasnova and Veltri [63], and Dwyer et al. [29]. To measure

privacy knowledge, we used 4 items derived from Park et al. [73].
Disposition to value privacy and perceived control were measured
based on the 3-item scale and 4-item scale developed in [115], re-
spectively. With respect to other-regarding preferences, we applied
5 items modified from the actively caring scale in [86]. When it
comes to privacy concern, four items derived from [95] are used to
assess privacy concerns for one’s own information. A similar set
of 4 questions, which was also derived from [95], was applied to
measure individuals’ concern for friends’ privacy. All items were
measured on a Likert-type scale with 1 = strongly disagree to 5 =
strongly agree. The exact questions are provided in Appendix C.

In the conjoint analysis study, we measured three dimensions of
privacy value: value of basic information, value of valuable infor-
mation, and value of full profile information. Since the full profile
information includes both basic and valuable information, we limit
our model to the study of valuation of full profile information. As
such, we used the monetary value that individuals place on their
own full profile information to represent own privacy valuation in
the SEM model. Similarly, the valuation of friends’ privacy in the
model is represented by the dollar value of friends’ full profile in-
formation.

In addition, sharing anonymity and context relevance in the SEM
model correspond to the treatment scenarios we set in the conjoint
analysis survey. For example, a value of 1 of sharing anonymity
indicates that sharing friends’ information cannot be identified, and
a value of 1 of context relevance signifies that friends’ information
collected by an app improves apps’ functionality.

4.1.2 Evaluation of the Measurement Model
The measurement model is evaluated in terms of both convergent
validity and discriminant validity. Convergent validity measures
the degree to which different attempts to measure the same con-
struct agree [21]. Two tests are conducted to determine the con-
vergent validity of the scales: Cronbach’s alpha and composite re-
liability of constructs. We present the test results in Table 3. As
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Cronbach’s
Alpha

Composite
Reliability

Trust
InApp

Privacy
Knowledge

PastPrivacy
Invasion

Disposition
ToValue
Privacy

Other
Regarding
Preference

Perceived
Control

Own
Privacy
Concern

Friend
Privacy
Concern

TrustInApp 0.88 0.89 0.81
PrivacyKnowledge 0.88 0.88 -0.25 0.80
PastPrivacyInvasion 0.78 0.78 -0.20 0.10 0.69
DispositionToValuePrivacy 0.87 0.87 -0.14 0.08 0.24 0.84
OtherRegardingPreference 0.71 0.74 -0.08 0.33 -0.02 0.08 0.61
PerceivedControl 0.91 0.91 0.49 -0.28 -0.19 0.16 -0.06 0.84
OwnPrivacyConcern 0.89 0.89 -0.41 0.25 0.21 0.60 0.20 -0.14 0.82
FriendPrivacyConcern 0.93 0.93 -0.19 0.25 0.11 0.31 0.37 -0.10 0.58 0.88

Table 3: Evaluations of measurement model

is shown in Table 3, the Cronbach’s alpha values for all scales are
larger than 0.7; an indication of adequateness proposed by Nun-
nally [71]. In addition, composite reliabilities of our constructs
exceed Nunnally’s [71] criterion of 0.7. Both of these tests support
the convergent validity of our measurement model.

Discriminant validity evaluates to which degree measures of dif-
ferent constructs are distinct from each other [14]. Discriminant
validity is achieved when the square root of the variance shared be-
tween a construct and its measures is greater than the correlations
between the construct and any other constructs in the model. We
show the results in Table 3. We observe from Table 3 that the corre-
lations among constructs, i.e., non-diagonal elements, are less than
the square roots of shared variance, i.e., diagonal elements, indicat-
ing our model fulfills the requirements of discriminant validity.

In addition, we also conduct confirmatory factor analysis to provide
an additional method to assess our measurement model. Specifi-
cally, Mean Square Error of Approximation (RMSEA) value and
Comparative Fit Index (CFI) are used here. A RMSEA value of
0.06 or less, or a CFI value of 0.90 or greater indicates the model
fit is acceptable [53]. Our measurement model has RMSEA = 0.04
and CFI = 0.93; further indicating that our measurement model is
of high quality.

4.1.3 Evaluation of the Path Model
We first discuss goodness-of-fit data of the model. In SEM, the
chi-square test is a frequently reported descriptive measure of fit.
Usually, a chi-square test with a p−value exceeding 0.05 demon-
strates a model is a good fit (i.e., significance might indicate a bad
fit) [6]. Due to chi-square tests’ sensitiveness to sample size, other
goodness-of-fit criteria, i.e., RMSEA and CFI, are also used [50].

The goodness-of-fit data of our model is χ2(579) = 1841.89, p =
0.00;RMSEA = 0.05; and CFI = 0.93. Despite the significant re-
sult of the chi-square test, which is sensitive to sample size, the
RMSEA value and CFI together indicate that our model fit is ac-
ceptable.

We next test H1 ∼ H13, which should be evaluated based on the
sign and statistical significance (assessed by z-test) for correspond-
ing paths in the model. We show the test results in Figure 5.

Our results support most of the associations we hypothesized. In-
dividuals’ past privacy invasion experiences are found to be signifi-
cantly and negatively associated with their trust in apps’ data prac-
tices (H1 is supported), which in turn has a significant and negative
impact on concerns for own personal privacy (H2 is supported).
In support of H3 and H4, the positive relationship between indi-
viduals’ disposition to value privacy and concerns for own privacy,
and the negative association between individuals’ perceived con-
trol and own privacy concerns, are both found to be significant. In
addition, individuals’ privacy knowledge is found to significantly

impact concerns for both personal and friends’ information pri-
vacy (H5 and H6 are supported). Further, the proposed impact of
other-regarding preferences on concerns towards friends’ informa-
tion privacy is also significant (H7 is supported).

When it comes to the relationship between privacy concerns and
monetary value of personal privacy, we do not find such an asso-
ciation which is statistically significant (H8 is not supported). In
contrast, we observe a significant effect explaining the relationship
between concerns for others’ privacy and the valuation of friends’
information (H9 is supported).

H10 ∼ H13 postulate the impacts of treatment conditions (sharing
anonymity and context relevance) on privacy valuation. In support
of H12 and H13, the negative impact of context relevance on both
own privacy valuation and valuation towards friends’ information
are found to be significant. In addition, sharing anonymity is also
significantly and negatively associated with the value which indi-
viduals place on their friends’ privacy (H10 is supported). How-
ever, the proposed negative impact of sharing anonymity on how
app users valuate their own personal information is insignificant
(H11 is not supported). These results are in line with the findings
we have discussed earlier in the conjoint analysis study.

4.1.4 Discussion of SEM Results
Through conducting an SEM analysis, we explore factors that drive
the valuations of own privacy and interdependent privacy. In par-
ticular, we examine how conditions such as sharing anonymity and
context relevance affect privacy valuations.

Our results suggest that individuals’ interdependent privacy valua-
tions are partly determined by their personal attributes and experi-
ences, which is similar to findings in [67]. For example, through
raising privacy concerns for friends’ information, app users’ inher-
ent other-regarding preferences play an important role in shaping
how they value others’ privacy. Similarly, through the mediation
of concerns towards friends’ privacy, privacy knowledge impacts
the values which app users place on friends’ information. This in-
dicates that educating app users about practices impacting interde-
pendent privacy might be a viable way to increase their valuation
of interdependent privacy.

Our results further demonstrate that individuals’ valuations of their
friends’ privacy can also be influenced by environmental settings.
In particular, the value of interdependent privacy is found to be sen-
sitive to the treatment regarding anonymity. It appears that when
individuals believe their actions of disclosing friends’ information
to apps can be identified, they will think twice before taking such
actions. Similarly, when friends’ information collected by apps is
irrelevant to apps’ stated purposes, individuals will be more reluc-
tant to share such information. Therefore, besides raising individu-
als’ interdependent privacy concerns, an alternative way to protect
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those who might suffer from interdependent privacy is to manipu-
late exogenous conditions, e.g., by making the sharing of friends’
data identifiable or by informing app users whether data collection
is context relevant.

Similar to their concerns about friends’ privacy, users’ concerns
towards their own privacy is affected by their personal beliefs and
experiences. In particular, we find individuals’ inherent needs to
manage personal information space, and beliefs regarding whether
or not they are able to control privacy influence how concerned they
are about their personal privacy.

When it comes to users’ valuation of personal privacy, our results
suggest that the condition as to whether friends’ information col-
lected by an app is relevant to the app’s functionality also has a
significant impact. Given that context relevance does not differ in
terms of apps’ practices of accessing users’ own personal informa-
tion (as per the experimental instructions), this suggests a spillover
effect [26, 91]. In other words, individuals might believe that their
own information also contributes to app’s functionality when they
know this is the case for friends’ information.

Although the empirical results provide overall support for the re-
search model, they also reveal a few unexpected relationships that
are inconsistent with what we have hypothesized. Specifically, the
proposed positive associations between privacy concern for per-
sonal information and the perceived value of such information is
not confirmed. This seemingly counter-intuitive result might be at-
tributed to the nature of conjoint analysis. As discussed earlier,
conjoint analysis is a method to uncover the hidden rules individu-
als apply to make trade-off decisions over different attributes. Ap-
plied to our context, the results we derive from conjoint analysis
study are reflections of trade-offs participants make among app at-
tributes, which include both personal privacy and friends’ privacy.
One thing to note here is that in the conjoint analysis survey, we
highlighted treatment scenarios, i.e., 4 conditions regarding shar-
ing anonymity and context relevance, not only during task instruc-
tions, but also at the beginning of each conjoint analysis question.
Such emphasis might lead our participants to pay more attention to
friends’ privacy, and therefore may affect their valuations for own
privacy. In this manner, even if users express high privacy concerns
for their personal information, it does not necessarily correspond to
equally high valuations for such information.

The insignificance of sharing anonymity in reducing users’ per-
ceived value of their own information makes sense since we would
not expect a spillover effect in this case. As individuals in our study
setup know that they are sharing their own information, the condi-
tion of sharing anonymity would not play a role in app users’ val-
uation of their own privacy. (Of course, in practice users may not
always pay attention to privacy conditions associated with an adop-
tion decision, or may not fully understand these terms as they are
often presented in user-unfriendly ways [40].)

5. DISCUSSION
In this section, we present the emerging themes and practical de-
sign implications of our study. In addition, we also offer policy
suggestions that are motivated by our research findings.

5.1 Implications for Privacy by Redesign
Our study contributes to a better understanding of individuals’ per-
ceptions, knowledge and preferences regarding interdependent pri-
vacy, thereby yielding implications for the “privacy by redesign”
debate [17]:

5.1.1 Design to inform about data sharing anonymity

Our results highlight that informing individuals about whether or
not sharing friends’ information with apps is anonymous affects
how they value interdependent privacy. Given that, a viable way to
protect friends’ privacy is not only to make such information shar-
ing observable, but also to inform app users that the behavior of
sharing friends’ data is identifiable. For example, concrete mech-
anisms should be proposed so that when individuals share their
friends’ data, their friends will be notified about these sharing be-
haviors, or at least can access a permanent and easily accessible
record of such actions (e.g., see the logging mechanism for mobile
app behaviors proposed in Petracca et al. [76]). In addition, apps’
authorization dialogues can be appropriately modified, so that they
convey the information to app users that sharing friends’ informa-
tion will be later discoverable by friends.

We are cautiously optimistic that platform providers would be in-
clined to assist users in limiting the unwanted flow of information
to an outside party, i.e., app developers. While a platform provider
like Facebook benefits from business relationships with third-party
developers (like Zynga), it should be cautious about bulk data trans-
fers of their most valuable asset, i.e., user data. As the notification
interfaces and authorization dialogues are provided by the platform,
we see potential for improvements and limits to bulk data sharing.

5.1.2 Design to reflect data collection relevance
Research has proven that presenting privacy information in a clearer
fashion to users, when they are making adoption decisions, can as-
sist users in choosing less privacy-invasive apps [61, 107]. Our
study demonstrates that data collection context affects how users
value their friends’ information. Therefore, in order to help app
users make well-informed decisions, it would be useful to revise
apps’ privacy notice dialogues so that they explicitly inform users
whether an app’s practice of collecting data is necessary for an
app’s functionality. The input for such dialogues can stem from
technical approaches which reverse-engineer apps to infer their us-
age of requested information [28, 32].

5.1.3 Design to control flow of friends’ information
Our work indicates that app users are privacy egoists [81] not only
in that they place on average less than a few cents on full profile
information of a single friend, but also due to the fact that they
are eager to reveal friends’ data when they believe such disclosure
behaviors result in better app performance. As such, relying on
individuals themselves to protect friends’ privacy is likely not ade-
quate. Therefore, affected friends of app users should be involved
more directly in the decision-making process. For example, designs
that enable mutual agreements regarding sharing others’ data, e.g.,
reciprocal designs that allow a user to share others’ information
if and only if he/she also lets others to share his/her information,
should be implemented. Alternatively, we can also introduce easy-
to-use mechanisms that empower affected individuals to unilater-
ally decide whether or not to allow their information to be shared
by others.

5.2 Insights into Privacy Policy Discussions
Our study also contributes to policy discussions on app privacy,
particularly on the problem of interdependent privacy.

5.2.1 Emphasize the role of government interventions

The central aspect of the problem of interdependent privacy is the
existence of negative externalities, i.e., those who install apps that
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collect personal information of friends do not directly suffer from
interdependent privacy harms. Similar to what economists gener-
ally suggest to deal with negative externalities [99], regulatory in-
terventions should be put into place to deal with the problem space
of interdependent privacy (including social app adoption scenar-
ios). For example, policies or laws (e.g., privacy baseline regula-
tions [106]) need to be introduced to rigorously limit apps’ practice
of collecting friends’ data in bulk.

In addition, as aforementioned, it is not adequate to rely on app
users to protect their friends’ privacy since app users are often pri-
vacy egoists. This further emphasizes the importance of govern-
ment intervention to address the issue of interdependent privacy.

5.2.2 Promote education on privacy
Our work confirms that privacy knowledge impacts the values which
app users place on friends’ information. This indicates that edu-
cating app users about practices impacting interdependent privacy
might be a viable way to increase their valuation of interdepen-
dent privacy. Therefore, policy makers should consider introduc-
ing policies which integrate privacy in educational programs. We
have previously tested the introduction of relatively advanced mea-
surement methodologies for online tracking in the context of an
educational program with overall positive results [69].

6. CONCLUSIONS
To the best of our knowledge, this paper is one of the first formal
studies to investigate the impact of anonymity on privacy decision-
making and, in particular, on the valuation of interdependent pri-
vacy. Through conducting a choice-based conjoint analysis study
with different treatment scenarios, we quantify the economic value
app users place on both their own and friends’ information, and also
examine the impact of treatment conditions on privacy valuation.
We also built and estimated an SEM model to explore how fac-
tors such as individuals’ personal beliefs, attributes, experiences,
as well as environmental factors, i.e., sharing anonymity and con-
text relevance, contribute to individuals’ perceived value of both
personal and friends’ privacy. Our research findings yield valu-
able insights, such as implications for the redesign of apps’ privacy
notice and permission dialogues, as well as suggestions to intro-
duce new privacy polices, for better addressing individuals’ own
and their friends’ privacy preferences.

Several limitations should be considered. In the conjoint analysis
survey, we make the treatment scenarios salient by not only em-
phasizing them during task instructions, but also highlighting them
in each conjoint choice question. Given that these treatment sce-
narios are highly related to the collection of friends’ information,
this implementation may give additional emphasis to the impor-
tance of interdependent privacy, and thereby reduce the perceived
importance of personal privacy. Therefore, the low valuations for
the data of individual friends are particularly notable. Nevertheless,
one should proceed with care when comparing the absolute values
for personal privacy and friends’ privacy, and we recommend to use
the results across the slightly different settings and methodologies
in our related works as a joint basis for evaluations [81, 83, 82].

In addition, in our conjoint analysis study, the choice of an app is
still at a hypothetical level, where participants did not really “gam-
ble with their own money”. Therefore, compared with real world
scenarios where real costs can be incurred, the monetary value
which participants put on others’ data might be overestimated in
the current study. However, given that even in the hypothetical sce-
nario where individuals could show themselves from a desirable
side at no cost, they prefer to disclose others’ data when the sce-

nario states they will not suffer directly from such behaviors, the
problem of interdependent privacy may stand out even more in real
world situations.

Further, we restrict the investigation of interdependent privacy val-
uation to the scenario of app adoption. However, other contexts,
such as data analytics [19], location privacy [72], and genetic pri-
vacy [55, 109], also emphasize the issue of interdependent privacy.
Therefore, it is prudent to also study interdependent privacy valu-
ation in these settings in order to contribute to the generalizability
of our findings.
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APPENDIX
A. A TYPICAL TASK IN FULL-PROFILE
CONJOINT ANALYSIS STUDY
Figure 6 shows a task participants are expected to complete, if we
implement our study by utilizing a full-profile conjoint analysis
method [83]. Specifically, in this task, participants are required
to rank 9 versions of an app according to their own preferences.
Given that these app versions differ in 4 attributes, which further
have multiple levels, this full-profile conjoint analysis task repre-
sents a higher cognitive challenge compared to the task we used in
the current study (see Figure 1).

Figure 6: A typical task in full-profile conjoint analysis study

B. AN EXAMPLE OF CALCULATING MON-
ETARY VALUE OF PRIVACY
Following the practice in Krasnova et al. [62], we calculate privacy
valuations based on utility associated with each attribute level. For
example, consider Table 4 which lists the utilities a person has for
each attribute level. We can then calculate the monetary value that
person assigns to friends’ basic information by taking the following
four steps:

1. Calculating utility change of price level change from “$1.99”
to “$0.00”, which is: 1.63− (−1.63) = 3.26.

Attributes Attribute Levels Part-worth
Utilities

Price $0.00 1.63
$1.99 -1.63

Network
Popularity

5% -0.73
25% 0.73

Own
Privacy

None 0.93
Basic profile 0.43
Full profile -1.36

Friends’
Privacy

None 0.60
Basic profile 0.40
Full profile -1.00

Table 4: An example of part-worth utilities

2. Calculating amount of utility change per dollar change, which
is 3.26/1.99 = 1.64.

3. Calculating utility change of friends’ privacy level change
from “Basic profile” to “None”, which is 0.6−0.4 = 0.2.

4. Calculating dollar equivalent for friends’ privacy level change
from “Basic profile” to “None”, i.e., dollar value of friends’
basic information, which is 0.2/1.64 = 0.12.

C. SURVEY INSTRUMENTS
Table 5, on the following page, includes the survey instruments that
we utilized in our study.
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Construct Question wording

TrustInApp

Third-party app developers tell the truth about the collection and use of personal information.
Third-party app developers can be relied on to keep their promises.
I trust that third-party app developers will not use users’ information for any irrelevant purposes.
I can count on third-party app developers to take security measures to protect customers’ personal
information from unauthorized disclosure or misuse.

Privacy
Knowledge

Companies today have the ability to place online advertisements that target you based on information
collected about your web browsing behavior.
When you go to a website, it can collect information about you even if you do not register.
Popular search engine sites, such as Google, track the sites you come from and go to.
Many of the most popular third-party apps reveal users’ information to other parties, such as advertising
and Internet tracking companies.

PastPrivacy
Invasion

How often have you personally been victim online of what you felt was an invasion of privacy?
How often have you personally been victim online of what you felt was an invasion of privacy?
How often have you noticed others being victims online of what you felt was an invasion of privacy?
How often have you noticed others being victims offline of what you felt was an invasion of privacy?

DispositionTo
ValuePrivacy

Compared to others, I am more sensitive about the way personal information is handled.
Keeping information private is the most important thing to me.
Compared to others, I tend to be more concerned about threats to information privacy.

OtherRegarding
Preference

I have recently helped a person with a problem.
I should go out of my way to help people more often.
If a member of my “social group” comes to me with a personal problem, I’m willing to listen without
being judgmental.
If a member of my “social group” needs help on a task, I am willing to help even if it causes me some
inconvenience.
I am willing to help a “social group” member I don’t know.

Perceived
Control

I believe I have control over who can get access to my personal information collected by third-party
app developers.
I think I have control over what my personal information is released by third-party app developers.
I believe I have control over how my personal information is used by third-party app developers.
I believe I can control my personal information provided to third-party app developers.

OwnPrivacy
Concern

It usually bothers me when third-party app developers ask me for personal information.
When third-party app developers ask me for personal information, I sometimes think twice before
providing it.
It bothers me to give my personal information to so many third-party app developers.
I’m concerned that third-party app developers are collecting too much personal information about me.

FriendPrivacy
Concern

It usually bothers me when third-party app developers ask me for my friends’ personal information.
When third-party app developers ask me for my friends’ personal information, I sometimes think twice
before providing it.
It bothers me to give my friends’ personal information to so many third-party app developers.
I’m concerned that third-party app developers are collecting too much personal information about my
friends.

Table 5: Survey instruments
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ABSTRACT
Self-driving vehicles and other networked autonomous robots
use sophisticated sensors to capture continuous data about
the surrounding environment. In the public spaces where
autonomous vehicles operate there is little reasonable expec-
tation of privacy and no notice or choice given, raising pri-
vacy questions. To improve the acceptance of networked au-
tonomous vehicles and to facilitate the development of tech-
nological and policy mechanisms to protect privacy, public
expectations and concerns must first be investigated. In a
study (n=302) of residents in cities with and without Uber
autonomous vehicle fleets, we explore people’s conceptions
of the sensing and analysis capabilities of self-driving ve-
hicles; their comfort with the different capabilities; and the
effort, if any, to which they would be willing to go to opt out
of data collection. We find that 54% of participants would
spend more than five minutes using an online system to opt
out of identifiable data collection. In addition, secondary use
scenarios such as recognition, identification, and tracking of
individuals and their vehicles were associated with low like-
lihood ratings and high discomfort. Surprisingly, those who
thought secondary use scenarios were more likely were more
comfortable with those scenarios. We discuss the implica-
tions of our results for understanding the unique challenges
of this new technology and recommend industry guidelines
to protect privacy.

1. INTRODUCTION
Networked autonomous robots in the form of drone swarms
and commercial autonomous vehicles (AVs) are being re-
searched, tested, and deployed. This technology is set to
fundamentally shift common daily practices such as the use
and ownership of automobiles [52]. At the time of data col-
lection, Uber’s self-driving car fleet had been deployed in
Pittsburgh, PA for five months and was planning to expand
to other states. The fleet is large enough that seeing the
AVs has become quotidian to residents.

Two ethical concerns with the growing prevalence of AVs
have received significant attention in the media and aca-
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demic discourse. Ethical decision making—especially con-
cerns with life-or-death decisions made by AVs—has been
a major focus and has influenced public willingness to ac-
cept AVs as decision makers [41]. Commercial drivers, labor
economists, and corporations have focused on the market
effects of robots taking human jobs, both positive and neg-
ative [53]. A third ethical concern, and the focus of this
paper, is the privacy-invasive capabilities of AVs, as well as
the potential security risks associated with AV data collec-
tion. This ethical concern has received very little attention
relative to decision-making and labor market changes.

Commercial fleets of networked AVs have the capability to
collect location and movement data about residents of an en-
tire city simply by storing the information already captured
by their many sensors and using available software to ana-
lyze it. This capability poses a new regulatory conundrum,
as it combines four different aspects of privacy-invasive tech-
nologies: (1) the ubiquitous capture of data in public, (2)
physical surveillance by a privately owned company, (3) the
ability to scale without additional infrastructure, and (4)
the difficulty of notice and choice about data practices for
physical sensors that capture data about non-users. Ubiqui-
tous data collection in public has been implemented by cities
such as London [48], which has sparked public debate over
the efficacy and morality of surveillance. While cities are
beholden to their constituents and residents, companies are
beholden to their shareholders [13]. If a city like London and
a company like Uber have the same data set of geo-temporal
points, the former has an obligation to use it to better its
constituents and the latter has an obligation to monetize it,
bettering its shareholders.

While similar issues also apply to CCTV and dashboard
cameras, the scalability and potential ubiquity of a net-
worked self-driving car fleet is remarkable. Unlike CCTV,
AVs can increase the bounds of their surveillance without ad-
ditional infrastructure and can cover any public roads they
are legally permitted to drive on. They use public infras-
tructure and are not reliant on privately owned property.
The networked aspect differentiates them from dashboard
cameras or individual self-driving cars (such as future Fords
or Teslas) due to the scale of data collection and analytic
capabilities on such aggregated sensor data.

These vehicles operate in public spaces where individuals
do not have a reasonable expectation of privacy, and where
notice and choice would be difficult to provide. Internet of
things (IoT) devices such as Alexa already suffer from the
difficulty of sufficiently notifying users of data collection (no
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screen means no terms and conditions to read on the device),
a task made more difficult when devices collect data from
non-users [40]. Autonomous vehicles on public roads are
constantly interacting with non-users: people who have not
consented to any data collection or use and, as demonstrated
in our study, have not yet thought about the potential pri-
vacy impacts.

As with many powerful new technologies, the large-scale
capture and analysis of data enabled by AVs could lead to
both benefits to the public and concerns. Ubiquitous sensing
capabilities could be used to find Amber or Silver Alert citi-
zens [48], but the same technology could also be used for less
altruistic purposes. Insurers might analyze license plate logs
to find out whether a customer speeds on the highway and
adjust her car insurance rates accordingly, countries could
identify dissidents, or an employee of the AV company could
use the technology to stalk a celebrity or an ex-girlfriend, as
Uber employees were found doing [7]. AV sensors could log
the physical movements of every person within the purview
of the fleet, making it possible to find anyone anywhere.
The chilling effects of such surveillance and related dangers
of ubiquitous data collection are well documented in privacy
and security literature [39].

Reasonable expectation, unfairness, and deception are cen-
tral themes for privacy regulation in the United States, so
one key question is: where does the public draw the line be-
tween acceptable and unacceptable practices for autonomous
networked robots? New technologies such as the Internet
and more recently the Internet of Things can outpace the
creation of reasonable privacy standards as they are quickly
integrated into people’s daily lives, leading to many inven-
tive studies of the gaps in protection and how to patch them
(e.g., [28, 17]). Users of these technologies can become ha-
bituated to the lack of privacy [51], making usable, effective
privacy protections more difficult to enact. Therefore, it is
important to explore privacy conceptions and strategies for
privacy protection during the earliest phases of a new tech-
nology’s implementation, before deployment outpaces the
incorporation of privacy.

Whereas other potentially privacy-invasive technologies have
required users opt in, AVs cannot give all pedestrians and
drivers they encounter notice and choice. Companies oper-
ating such fleets could potentially offer notice outside of the
information capture environment, but it would be difficult
to give people the choice to opt out of information collection
in all forms. Some information would have to be collected
during the opt-out process, such as a license plate number
to opt out of license plate recognition. Other options such
as an opt-in process, privacy policies that limit the use of
collected data, or even the removal of identifiable markers
from stored data, are possible approaches. To make rec-
ommendations to the few companies currently operating in
the space of networked AVs, privacy conceptions about the
technology and its potential uses must first be understood.

Our investigation aims to fill this gap by exploring concep-
tions of the sensing and analysis capabilities of AVs; people’s
comfort with the different capabilities; and the effort, if any,
to which they would be willing to go to opt out of data col-
lection. We ran an online study of 302 participants using
scenarios of increasing privacy invasiveness to measure how
likely participants thought different potential capabilities of

self-driving vehicles are, and how comfortable they are with
those capabilities. Scenarios were framed using the Uber
self-driving car fleet as an example. We recruited in Pitts-
burgh where the fleet has been deployed since September
2016 in addition to four other cities to investigate whether
exposure to the technology changed conceptions or senti-
ments.

In addition to questions about likelihood and comfort with
privacy capabilities, participants answered questions about
general AV technology concerns like safety, their exposure
to self-driving cars, bias against Uber, and demographic in-
formation. Responses were analyzed to determine likelihood
and comfort levels as well as the relationship between likeli-
hood, comfort, and potential explanatory variables.

We found that participants consider primary uses of AV sen-
sors such as data collection, aggregation, storage, and anal-
ysis by the cars to be likely, and that participants express
moderate comfort with these scenarios. Secondary use sce-
narios such as the recognition, identification, and tracking
of individuals or their vehicles received the lowest ratings
of likelihood and highest discomfort. Surprisingly, partici-
pants who thought the technology was more likely to have a
privacy-invasive capability such as tracking were more likely
to be comfortable with that capability. Though participants
rated many capabilities likely and expressed high levels of
discomfort, only one out of three would spend more than 10
minutes using an online opt-out system.

Pittsburgh participants who had exposure to the Uber self-
driving car fleet (over 60% had seen one compared to 3%
for other cities) were not statistically different in their con-
ceptions of likelihood and comfort from residents of other
cities who had never seen a self-driving car. The only fac-
tor that showed a significant increase in opt-out time was
whether participants had received the privacy scenario prim-
ing questions, which participants noted had raised difficult
questions they had not considered before. If public atten-
tion surrounding AVs expands from safety and employment
issues to privacy issues, our findings suggest that peoples’
overall comfort with AVs may increase, but so might privacy-
seeking behavior as well. Understanding the complex pri-
vacy concerns in this space is essential for developing indus-
try practices and regulation.

2. BACKGROUND AND RELATED WORK
The classic work in the area of AVs and privacy discusses
the privacy implications for owners and users of AVs in de-
tail and alludes to surveillance, noting that “[networked] au-
tonomous vehicles could enable mass surveillance in the form
of comprehensive, detailed tracking of all autonomous ve-
hicles and their users at all times and places.” The work
focuses solely on the passengers within an AV who have
ostensibly agreed to the terms and conditions, legally re-
linquishing their privacy the same way consumers do when
using Google Maps [16]. In this paper we assess the more
complex privacy concerns of those who interact with AVs,
but are not necessarily users of the system. We next review
consumer perception of AVs, followed by their technological
capabilities and relevant regulations.

2.1 Consumer Perception
Research into consumer perceptions of AVs has examined
general interest, trust in the cars’ reliability and safety, and
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consumer feelings about how self-driving cars could impact
the job market. Our work is one of the few that focuses on
consumer privacy concerns and preferences regarding self-
driving cars.

Consumer perception has been a popular area of discussion
and research, given its potential impact on sales and market
adoption. With AVs being deployed in test locations and
viable plans to bring them to mass-market, studies have been
conducted to gauge consumer interest. Schoettle and Sivak
found that people are generally uninformed and had both
high expectations about the benefits of autonomous vehicles
and high levels of concern about riding in them. Additional
concerns were changes to the job market, security against
hacking, and data privacy concerns such as location and
destination tracking [41]. This was one of the only studies
of AVs that discussed data privacy, and it was not one of
the central research questions.

In a Kelley Blue Book study (n>2000, weighted to census
figures), 62% of participants did not want a world with solely
AVs, with resistance decreasing with age [26], a trend corrob-
orated by other studies of autonomy and age [1]. While these
results shed insight into consumer preferences, this study
was potentially biased by the extremity of its scenario, pre-
senting a world with only autonomous cars to participants
who likely live in an environment with only human-driven
cars. This resistance to self-driving cars has been reinforced
by other studies without extremity bias [10, 35].

Not all research studies have corroborated these findings.
A survey (n=1517) run by AlixPartners found that three-
quarters of U.S. drivers would want a self-driving car during
their daily commute [36], a much higher level of acceptance
than other studies had found. AlixPartners claims that prior
surveys injected bias by placing emphasis on worst-case sce-
narios and that theirs found a balance that mitigated this
bias.

Existing studies focus on consumer perception within the
context of AVs, rather than the general public who are im-
pacted just by being in the vicinity of AVs. Very little work
seeks to study public perception decoupled from the fram-
ing of eventual consumption of self-driving cars. One such
study is the MIT Moral Machine. It presents scenarios that
show moral dilemmas “where a driverless car must choose
the lesser of two evils, such as killing two passengers or five
pedestrians” [31]. That study concerns the potential impact
on and comfort of those in close proximity to an AV, but
focuses solely on ethical issues related to physical safety.

Another study by Sleeper et al. explored perceptions of and
comfort with vehicle-based sensing and recording used for
purposes such as automatic lane correction and adaptive
braking and cruise control. That study used hypothetical
scenarios to examine perceived comfort for people who indi-
rectly interact with vehicle sensors, include bystanders and
nearby drivers. The authors found that perceived comfort
with vehicle sensors increased when the benefits of the vehi-
cle sensing was clear, particularly when benefits were related
to safety [42]. In contrast to that study, our study explores
perceptions and comfort with networked autonomous vehi-
cles capable of large-scale data collection and analysis.

The body of research exploring consumer perceptions of AVs
does have a consensus in one area: there is reluctance among

the public toward accepting self-driving cars and issues of
trust need to be addressed [47]. The focus is on potential
consumers, rather than the public; safety concerns, rather
than privacy concerns; and on individual AVs rather than
commercial fleets of networked vehicles. Our study hopes to
fill these gaps in understanding, especially because deploy-
ment of a commercial fleet has preceded private ownership
of fully autonomous vehicles.

2.2 Technological Capability
Autonomous vehicles require extensive data in order to op-
erate effectively. Their sensors typically include: GPS for
navigation; a wheel encoder for monitoring the movements
of the car; radar on the front and rear bumpers for iden-
tifying traffic; a camera near the rear-view mirror for color
identification; lane departure, read collision, and pedestrian
alerts; and a spinning light detection and ranging (LiDAR)
sensor on the roof used for generating a 3D map of the en-
vironment (Figure 1) [20, 38].

The cameras bring up the greatest privacy concerns, espe-
cially if captured information is aggregated and centrally
stored. A conceptual analogy used by our pilot study par-
ticipants is CCTV surveillance. Thirteen states forbid the
use of CCTV surveillance and all states require proper no-
tice [12]. There are two flaws in this comparison: (1) CCTV
is intended for surveillance while the sensors on a car are
intended for autonomous driving, and (2) unlike CCTV,
which is confined to a set space, AVs could be on any public
road at any time. A more apt analogy could be the dash-
board camera or ‘dash cam,’ yet information collected by
dash cams is unlikely to be stored and analyzed centrally.
It is unclear whether comfort with either CCTV or dash
cams would translate to comfort with information capture
by commercial fleets of AVs.

Figure 1: LiDAR Point Detection Heatmap

We suspect spinning LiDAR is the most foreign piece of
sensing technology on an AV, for most people. LiDAR can
be used for detecting and tracking objects; however, it is
currently unable to identify individual people [38]. LiDAR
data can potentially be combined with other data sources
for concerning uses such as identifying how many people are
at a protest.

Technological solutions aimed at mitigating AV privacy risks
are not common, perhaps due to the lack of data surround-
ing consumer privacy preferences. Martinez-Balleste et al.
describe ways to incorporate privacy-enhancing technology
into the “smart city” by introducing the notion of “citizen
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privacy,” explained as the right of privacy for entire commu-
nities [30]. The researchers provide models aimed toward
technologies that collect vast amounts of data in large, pub-
lic settings; these models can be used to inform analysis of
the privacy implications for AVs which can be thought of as
an element of a smart city.

Self-driving cars can be seen as a new privacy invasive tech-
nology capable of always-on monitoring during operation,
yet no notice is currently provided about how captured data
will be used. Through our work, we gauge what the pub-
lic deems acceptable, in an effort to inform the industry
about what practices their potential customers and govern-
ment stakeholders could want.

2.3 Regulation
Despite the tendency of U.S. law to react slowly to techno-
logical advances, the federal government has been convening
stakeholders and developing regulatory principles for AVs.
While there has been much discussion, there has been lit-
tle movement on formal federal regulations and legislation.
The Government Accountability Office (GAO) analyzed ten
auto companies with regard to their location-data services
and found that each had moved towards recommended pri-
vacy practices [49]. A year after the GAO report, the Al-
liance of Automobile Manufacturers submitted a statement
to the Federal Trade Commission (FTC) with a commit-
ment from the member companies to uphold privacy prin-
ciples, specifically the traditional Fair Information Privacy
Practices (FIPPs) [3]. In 2016, a National Highway Traf-
fic Safety Administration report reiterated existing privacy
stances by the government, such as notice and choice, desire
to encourage competition in the realm of privacy, and the
need to secure data [50].

Recently, state policymakers have taken steps to address AV
privacy concerns [18]. The State of California passed a law
that requires manufacturers of AVs to provide written dis-
closure of what data is collected [44], prompting backlash
from the automotive industry [15]. As of 2016, 20 states
have introduced autonomous car regulation, and since 2012,
34 states and D.C. have considered autonomous car legisla-
tion [33]. Eleven of these states have passed legislation, with
two states using executive orders to mandate policy. While
the California law is generally cited by the media, Michigan
was highlighted as the first state to pass comprehensive AV
regulations [4]. The legislation focused less on privacy con-
straints and instead legalized self-driving ride-sharing ser-
vices, allowing for truck platoons, autonomous cars with-
out drivers, and testing and usage on public roads [4]. The
only major restriction, which states like Georgia, Maryland,
Illinois, and Tennessee, have also introduced, is that the
deployment of autonomous vehicles on public property is
limited to automakers, requiring companies like Uber, Lyft,
and Google to work with automakers in order to deploy ve-
hicles [5].

At the federal level there is no binding legislation that ad-
dresses the privacy concerns associated with AVs. The Cen-
ter for Internet and Society at Stanford maintains a wiki
with current legislative and regulatory actions in the space
of cyber law [43]; as of March 2017, the only enacted leg-
islation with reference to AVs is the Fixing America Sur-
face Transportation (FAST) Act. This legislation only in-

structs the GAO to “assess the status of autonomous trans-
portation technology policy developed by U.S. public enti-
ties” [24]. Interestingly, the only other federal bill listed was
the Autonomous Vehicle Privacy Protection Act of 2015.
Unfortunately, this bill is still in committee deliberations
by the House Transportation and Infrastructure Subcom-
mittee on Highways and Transits [25]. The bill is not yet
fully developed, only stating that the GAO needs to pro-
vide a public report assessing the ability of the Depart-
ment of Transportation to address autonomous vehicle is-
sues like consumer privacy—almost the same provision as in
the FAST Act [25].

The closest regulations to data collection by the many sen-
sors and cameras on an AV are those for dash cams. Legal
authors Stitilis and Laurinaitis recognize that privacy is a
huge concern with dash cams and hold that the benefits do
not necessarily outweigh the harms. They relate back to the
traditional view of privacy as the right to be left alone and
cite EU laws that guarantee the right to privacy. Even with
simple dash cam footage, it is difficult to balance priorities—
cams are difficult to ban and people in public spaces do not
have a reasonable expectation of privacy [45]. Deleting dash
cam footage can be considered evidence tampering, which
raises the question of if self-driving cars record information,
would retention be necessary for legal compliance [23]? De-
spite the lack of uniform regulations, dash cams appear to
have more privacy regulations than AVs at the state level,
where some states prohibit recording when the owner is not
driving and prohibit using them to surreptitiously record
audio while being hidden from plain sight [23]. Publication
of the collected data involves separate regulation and public
perception, though cases generally involve simple uses such
as determining the cause of an accident [21].

Another precedent regarding pedestrian privacy is the con-
troversy surrounding Google Street View. The Street View
technology was met with substantial scrutiny, with accu-
sations about failing to properly blur faces and collecting
excessive data, such as Wi-Fi signals [46]. Despite its use
in public spaces the use of automated technology to collect
data about people and their behaviors prompted consider-
able anxiety and response from the company [11].

Greenblatt asserts that the law has not prepared for the
emergence of self-driving cars and will not be ready [19].
Given the deployment of AVs and lack of federal legislation,
along with a mixed response from the states, Greenblatt
appears to be right. Much like the rest of the Internet of
Things, technology has outpaced the law, which, especially
in the realm of privacy and security, has led to deficiencies
that have damaged consumer trust in IoT devices [14]. If
AVs follow the same direction as IoT devices have, the trust
the public has in self-driving cars could be damaged by a
major privacy or security breach—hampering the adoption
of the technology and potentially inviting unwanted regula-
tion. Our work hopes to provide the industry with guidance
for crafting privacy protections that build trust rather than
break it.

Journalists have investigated the extent of data collection
and tracking features in high-tech cars, with mixed results.
Articles have speculated car companies collect more than
they say [6]. Companies are quick to respond, but often do
not assuage privacy concerns or disclose data collection pro-
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Figure 2: Privacy Scenarios

cedures [32, 22]. Policies enacted by ride-sharing companies
have become the standard for the industry, a self-regulatory
approach that currently defines most of U.S. privacy law [22].
Automotive data collection, in AVs or otherwise, presents a
new set of privacy challenges for the industry. Companies
such as BMW “[have] been inundated with requests from
advertisers and technology companies to get their hands on
vehicle data” [37]. The potential uses of and inferences from
vehicle data by advertisers are extensive, even more so for
AVs which necessarily collect a greater amount of data.

There are few legal protections for pedestrians and drivers
against the capture and use of images taken by AVs. Even
when their images are taken without their knowledge and
consent, the current legal protection of tort law is limited
when the likenesses of pedestrians are captured in photographs
in a public environment, such as a city street [23].

3. METHODOLOGY
Our work seeks to understand public perceptions surround-
ing autonomous vehicles from a privacy standpoint, focus-
ing on potentially privacy invasive capabilities of commercial
AV fleets. We designed an online survey to explore people’s
conceptions of the sensing and analysis capabilities of self-
driving vehicles; their comfort with the different capabilities;
and the effort, if any, to which they would be willing to go
to opt out of data collection.

3.1 Survey Questionnaire
As the first study explicitly investigating privacy concep-
tions surrounding networked fleets of AVs, an exploratory
survey was chosen as the research method with the goal of
identifying what consumers think is reasonable for AVs to
do.

Participants were asked to focus on a fleet of self-driving
cars operated by a single company that shares information
with each other as well as the company, rather than sin-
gle individually owned cars which have different capabilities
and associated concerns. Only sensors on the outside of the
car were to be considered, not any within the vehicle or any
corresponding mobile application, to limit unknown effects.
As a quality check, participants chose either “Yes, I under-
stand” or “No, I did not read the short text” to move on to
the next section.

The survey structure split participants into two groups to
control for the priming effect of privacy questions. The
Primed group received the set of scenario questions repre-
sented visually in Figure 2 to investigate conceptions of the

sensing and analysis capabilities of self-driving vehicles (Spe-
cific Likelihood questions, Q16-25) as well as a set to gauge
comfort level with the technological capabilities (Specific
Comfort questions, Q5-15). The Unprimed group skipped
these two sections and began with a set of General Comfort
questions (Q26-35), which are represented visually in Fig-
ure 3. Two scenarios in this set concerned privacy. Eight
other scenarios were included to both obfuscate the privacy
questions and to facilitate comparison of discomfort due to
privacy reasons with discomfort due to other aspects of the
technology (e.g. safety or job market concerns). Both the
Primed group and Unprimed group answered the General
Comfort questions, the latter responding after answering the
two specific question sets.

All scenario questions were piloted iteratively and discussed
with pilot participants, who fell into one of four groups:
non-technical, university students, security and/or privacy
students, and robotics students. Pilots with the latter two
groups developed the content and validity of scenarios to
accurately fit the technology and accomplish research goals.
Additional pilots were done to increase understanding of the
scenarios. A small-scale pilot (n=41) using online recruiting
was run to gather preliminary data, then final minor edits
were made using data from these responses.

Specific Likelihood Questions
Participants were asked to answer questions about their con-
ceptions of the current technological capabilities of AV fleets.
These questions were designed to identify what people thought
AV fleets were already doing. Participants rated different
scenarios on a five point Likert scale from “Strongly Dis-
agree” to “Strongly Agree.” The scenarios began with those
we assessed as least privacy invasive (i.e. image capture) and
increased in invasiveness to scenarios involving recognition,
identification, and tracking of people and vehicles. To help
participants understand complex privacy concepts, examples
were provided using the context of the Uber self-driving car
fleet. Scenarios and examples can be found in Appendix A
Q5-15 and are demonstrated visually in Figure 2.

Specific Comfort Questions
After the likelihood questions, participants in the Primed
group indicated their comfort level with the same techno-
logical capabilities on a five point Likert scale from “Very
Uncomfortable” to “Very Comfortable.” While the Specific
Likelihood questions measured what participants thought
was realistically occurring, the Specific Comfort questions
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Figure 3: General Scenarios

asked participants how comfortable they would be if the
technological capability was realized. By using the same
capability scenarios, the relationship between conceptions
of likelihood and comfort could be explored, as well as the
difference in comfort at different levels of technological ca-
pability. Explanatory examples for these questions encour-
aged participants to imagine the technological capability in
an every-day scenario and can be found in Appendix A Q16-
25.

General Comfort with Self-Driving Cars
The General Comfort questions (Q26-34) covered general
concerns with AVs identified by Schoettle and Sivak [41],
including walking and driving near AVs, changes in the job
market, and legal liability in an accident (Figure 3). Within
the General Comfort set were two privacy questions (Q32-
33), one concerning image capture and the other concerning
aggregation and analysis of captured images. Using this set
of scenarios, the effect of being primed with the likelihood
and comfort scenarios could be measured for both general
comfort with fleets of AVs and privacy concerns.

Quantification of Effort to Opt-out
The scenario-based questions measured conceptions and at-
titudes about AV technology, not behavior. To investigate
whether discomfort would lead to action, we asked the fol-
lowing question:

Q36. Suppose the company operating the fleet
of self-driving cars has implemented a system so
pedestrians and drivers can opt out of data col-
lection by the cars. By going through their online
system, people can have images of them blurred
so their identity is protected and they cannot be
tracked. How many minutes would you spend in
the system to successfully opt out?

Response options were grouped into five-minute buckets for
times between one and thirty minutes with options for “0
minutes” and “More than 30 minutes.”

Exposure and Bias
We investigated the effects of using Uber as the example
for our study, fearing that Uber as an example would bias
results due to the many news stories circulating about the
company during data collection and their strong effect on
public opinion [7]. However, feedback from pilot partici-
pants indicated that even if Uber had not been used as the
example, many participants would have still used the Uber

self-driving car fleet as a mental model. Using Uber con-
sistently kept some participants from using it as a mental
model when others did not, which made the biasing effects
easier to detect and measure. Additionally, using AVs that
were already deployed in public spaces and familiar to many
of our participants’ made it more likely that they would
be able to accurately envision and have developed opinions
about the scenarios that we cover in our survey.

To measure the bias created by the use of Uber as an exam-
ple, we asked participants to express their agreement with
five statements on a five point Likert scale from “Strongly
Disagree” to “Strongly Agree.” The questions (Q36-40) as-
sessed topics such as whether they would have answered the
questions differently if Uber had not been used as an ex-
ample. In addition to the bias questions, exposure to the
technology and interaction with Uber were measured (Q45).
Exposure questions included whether participants had read
an article about Uber self-driving cars or ridden in one; in-
teraction questions included whether participants used the
Uber app or had protested against Uber.

Participant Characteristics
To further understand participants and the role characteris-
tics play in their conceptions of networked AVs, demographic
information was collected including gender, age, educational
experience, and industry. Technical experience and general
privacy attitudes were also recorded, the latter using the
IUIPC question framework [29]. Email addresses were only
collected to distribute compensation.

3.2 Recruitment
Participants were recruited from five cities of similar size and
demographics: Pittsburgh, PA; Cleveland, OH; Cincinnati,
OH; Rochester, NY; and Buffalo, NY. Participants were re-
cruited in all five cities using local Craigslist ads and posts on
city-specific Reddit forums. Posters were also used to recruit
in six major central neighborhoods of Pittsburgh. Multiple
methods were used to avoid bias from any one type of re-
spondent and participants outside the specified cities were
disqualified. Tracking of recruitment method was done via
unique survey links. Participants who finished the survey
could choose to give their email address to be entered into
a random drawing for one of six $50 Amazon Gift Cards.
The survey was run for two weeks beginning February 16
and closing March 3, 2017.

3.3 Analysis
We performed hypothesis tests to understand the relation-
ship between participants’ perceptions of likelihood and com-
fort with AV technological capabilities. We test the correla-
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tion between participants’ perceived likelihood and comfort
with specific self-driving car capabilities using Spearman’s ρ.
To understand whether perceived likelihood ratings differed
between person- and vehicle-specific capabilities, as well as
how these ratings differed between different groups of partic-
ipants, we binned likelihood ratings into {likely, very likely}
and {very unlikely, unlikely, neither likely nor unlikely} and
use Fisher’s exact test. Comfort ratings were similarly tested
using {uncomfortable, very uncomfortable} and {very un-
comfortable, uncomfortable, neither uncomfortable nor com-
fortable} bins. In addition, we tested whether participants’
specified opt-out minutes differed between participant seg-
ments using the Mann-Whitney U test.

All hypothesis tests used a significance level of α = 0.05.
For general self-driving comfort ratings, opt-out minutes,
and comfort with specific AV capabilities, we performed ex-
ploratory testing with respect to many variables. To account
for this, we applied the Holm-Bonferonni method within
each family of tests and report corrected p-values.

4. RESULTS
Of the 312 survey responses, 248 gave complete responses
and ten were excluded. Participants were excluded for fail-
ing the attention-check question (two participants), entering
a location outside the scope of the study (one), or because
they were Uber employees (seven). These last were excluded
due to concerns about the lack of generalizability from their
data to other populations. Additionally, multiple Uber em-
ployees seemed to be taking the survey only to see what the
questions were, as they chose the neutral option for every
Likert question and did not enter an email address for the
gift card raffle.

Our sample was slightly skewed by the recruitment methods.
Over half of participants (55%) were recruited via Reddit,
which led to the sample being more male, technically experi-
enced, and younger than the general population, due to the
demographics of Reddit users [9]. Of the participants who
answered demographic questions, 61% identified as male.
The average age was 34 years, ranging from 18 to 79, and
24% were majoring in or had a degree or job in computer
science, computer engineering, information technology, or
a related field. The sample was more well-educated than
the population with 13 with professional or doctoral degrees
(5%), 45 with masters degrees (18%), 108 with bachelors
degrees (43%), 16 with an associates degree, 49 with some
college experience (19%), and 21 participants who had no
college experience (8%). Based on the IUIPC privacy ques-
tions, the overwhelming majority of participants had strong
beliefs concerning their own privacy. It should be noted
though, that these questions were given at the end of the
survey which had already raised many privacy concerns and
could have increased participants’ privacy sentiments.

Participants were randomly assigned to either the Primed or
Unprimed group. The Primed group had 158 (52%) partic-
ipants and the Unprimed group had 144 (48%). Of the five
recruitment locations, the largest sample came from Pitts-
burgh (200, 68%), followed by Cleveland (63, 21%).

4.1 Exposure and Bias
Participants indicated their experience with Uber’s AV tech-
nology in the survey by checking any of the fourteen state-
ments that applied to them, seen in Figure 4. Statements
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Figure 4: Participant exposure to Uber and self-
driving cars (SDC).

covered not only exposure to self-driving cars, but also ex-
posure to ride sharing technology, attitudes towards self-
driving cars, attitudes towards Uber, behaviors indicative
of negative opinions of Uber, and employment status by
Uber or another ride-sharing service. Participants who self-
identified as Uber employees (excluding drivers) are included
in Figure 4 but were excluded from all other analyses; there
were seven Uber employees in the study including four who
had ridden as “safety drivers” in Uber self-driving cars.

Participants recruited from Pittsburgh had higher rates of
exposure to ride sharing and self-driving technology in all
areas. Notably, 78% of Pittsburgh participants and 42%
of non-Pittsburgh participants had read an article, viewed
a program, or learned online about Uber self-driving vehi-
cles, indicating a high level of exposure to information about
Uber’s AV technology prior to this study. Seven percent of
Pittsburgh participants had already ridden in a self-driving
car and 64% had seen one as a pedestrian, compared to
<1% and 3% of non-Pittsburgh participants, respectively.
These results suggest that Pittsburgh residents generally
have high exposure to the technology itself while residents
of cities without the Uber self-driving car fleet have little to
no exposure, though there may be some response bias where
Pittsburghers with greater exposure were more likely to take
our survey.

Negative attitudes towards Uber and associated behaviors
were also prevalent in our sample, which we tested because of
the many public controversies associated with the company.
Twenty-three percent of all participants disagreed with ac-
tions Uber had taken and 10% had deleted the Uber mobile
app. Three participants (<1%) had participated in protests
against Uber. Most importantly, due to biases or precon-
ceived notions, 14% of participants agreed and 3% strongly
agreed that if Uber had not been used as an example they

USENIX Association Thirteenth Symposium on Usable Privacy and Security    363



would have answered the survey questions differently. Fur-
thermore, 18% would trust another self-driving car company
over Uber to have their best interests in mind, indicating
that some of the distrust is company-related, not directly
related to AV technology.

Since Uber is the most visible company currently operating
networked fleets of autonomous robots in public spaces and
despite its controversies, it was logical to use Uber as an ex-
ample in scenarios. We decided that the ecological validity
and use of a single mental model outweighed incurred bias.
As one participant added in the free-text response, “I would
have automatically used Uber in my own mind as an exam-
ple.” If some participants had used Uber as their mental
model, while others used Google or Tesla, interpretation of
our results would be more difficult. Consistent use of Uber
as an example standardized the context for all participants
and allowed us to ask participants about a technology that
was already deployed in their city or cities like theirs.

4.2 Conceptions of Technological Capabilities

The trend in ratings of likelihood was inversely related to
how privacy invasive the Specific Likelihood Question was,
as ranked by researchers and shown in Figure 5.

Participants overwhelmingly rated basic capabilities such as
image capture and aggregated storage as likely to be oc-
curring, 87% and 91% respectively. Detection of humans
was rated as likely by a similar proportion, at 88%. Un-
der the assumption that images were already captured and
stored, 94% of participants thought analysis for specific inci-
dents, such as traffic accidents, was likely and 88% thought it
was likely information was analyzed continuously for general
tasks such as navigation. These are primary uses that di-
rectly impact the function of AVs. We found a clear division
in ratings of capability between primary and secondary uses,
where secondary uses are uses not necessary for the primary
function of the AV. The secondary uses we explored are iden-
tification, recognition, and tracking of individuals and vehi-
cles. Participants found primary uses to be highly likely, yet
no more than half of participants rated each secondary use
scenario as likely. Likelihood ratings for secondary uses are
summarized in Table 1. Notably, the scenario that received
the lowest likelihood rating by participants was also one of
the most privacy invasive as ranked by coauthors: identifi-
cation of individuals at 22%.

Overall there was a clear delineation in ratings of likelihood
between primary and secondary use scenarios. Due to lack
of information about the capabilities Uber self-driving cars
actually have, only two scenarios are known to be occur-
ring: image capture and detection of people. Almost 9 out
of 10 participants accurately thought these verifiable sce-
narios were likely, as expected. A substantial minority of
participants, no fewer than 1 out of 5, believed that even
the most privacy invasive scenarios were likely to be occur-
ring. While most participants held that primary uses were
likely and secondary uses were not, many thought that the
AV technology was being used to the extent of its capabil-
ity in extremely privacy invasive ways, such as identifying
pedestrians.

4.3 Comfort and Privacy Preferences
Discomfort level with each of the Specific Comfort ques-

Scenario Individuals Vehicles

Recognition 38% (53) 46% (64)
Identification 22% (31) 28% (38)
Tracking 42% (58) 34% (47)

Table 1: Perceived likelihood of secondary use sce-
narios. The percentage (count) of participants that
saw a scenario as likely or very likely are shown.

tions (Q16-25) was quantified using the proportion of partic-
ipants who chose “Uncomfortable” or “Very Uncomfortable.”
Participants were generally more comfortable with primary
uses than with secondary uses. Discomfort was lowest for
the least privacy invasive scenario (image capture, 16%) and
highest for one of the most privacy invasive scenarios (track-
ing of vehicles, 85%). Generally high levels of discomfort
were seen with: image storage (42%), analysis of specific in-
cidents (36%), and continuous analysis (43%). The example
used for the incident analysis scenario was Uber reviewing
images captured of an accident, which could have explained
why the associated discomfort was lower; as P95 noted in
her free response, “If I have an accident with a driverless
car, the recording is something useful, but that in my opin-
ion should be the only reason the recordings/information
should be released.” Participants could have viewed this
scenario as similar to dash cameras, which have known ben-
efits and accepted norms of behavior. Of the secondary use
scenarios, more than half of participants were uncomfortable
with every scenario except vehicle recognition (43%), which
was notably also the scenario rated most likely.

Comfort levels tended to decrease as questions increased in
privacy invasiveness. The proportion of participants un-
comfortable with aggregated storage was statistically sig-
nificantly greater than with just image collection (Fisher’s
Exact Test, 42% vs. 15%, p<0.001). For secondary use
scenarios—recognition, identification, and tracking—partic-
ipants were more comfortable with recognition than iden-
tification or tracking. In particular, participants expressed
higher discomfort with tracking of vehicles than identifica-
tion of vehicles (85% vs. 71%, p=0.040) and higher discom-
fort with identification than recognition for both vehicles
and individuals (71% vs. 43% for vehicles, 76% vs. 54% for
individuals, p<0.002 for both). Notably, we did not ob-
serve statistically significant differences in comfort between
continuous analysis and analysis of specific events (43% vs.
36%) nor between identification and tracking of individuals
(both 76%). We also did not observe statistically significant
differences in comfort for the three secondary use scenarios
between individuals and vehicles.

4.3.1 Relationship Between Likelihood and Comfort
We also investigated whether rating a given capability sce-
nario as likely was correlated with comfort with that same
scenario. We found that there was a statistically signifi-
cant positive correlation between likelihood and comfort rat-
ings for identification (Spearman’s ρ=0.28, p=0.001) and
tracking (ρ=0.17, p=0.049) of individuals; and recognition
(ρ=0.19, p=0.028), identification (ρ=0.30, p<0.001), and
tracking (ρ=0.22, p=0.019) of cars. Likelihood and comfort
ratings correlated most strongly for secondary use scenarios
involving identification.
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Scenario Overall PGH Non-PGH

Capture images 16% (20) 14% (13) 19% (7)
Aggregate and store info 42% (54) 43% (40) 38% (14)

Analyze specific incidents 36% (46) 36% (33) 35% (13)
Analyze continuously 43% (55) 39% (36) 51% (19)

Recognize individuals 54% (70) 57% (52) 49% (18)
Identify individuals 76% (98) 75% (69) 78% (29)
Track individuals 76% (98) 78% (72) 70% (26)

Recognize vehicles 43% (56) 46% (42) 38% (14)
Identify vehicles 71% (92) 68% (63) 78% (29)
Track vehicles 85% (95) 84% (67) 88% (28)

Table 2: Discomfort with technological capabilities
in different scenarios, overall and by whether partic-
ipants lived in Pittsburgh. The percentage (count)
of participants that were uncomfortable or very un-
comfortable with a scenario are shown.

Based on Cohen’s guidelines we can interpret the strength of
these observed relationships between likelihood and comfort
ratings [8]. We observed moderate and near-moderate pos-
itive correlations between likelihood and comfort for vehi-
cle identification and individual identification, respectively.
Among participants that thought vehicle identification was
likely, 59% were uncomfortable with this capability. In con-
trast, among those that thought vehicle identification was
not likely, 76% were uncomfortable.

For the remaining scenarios, we observed small to moder-
ate effect sizes (from ρ = 0.17 for individual tracking, to ρ
= 0.22 for vehicle tracking). In all cases the direction of
the correlation is positive; increased likelihood ratings were
associated with increased comfort ratings.

We were surprised to find positive correlations between like-
lihood conceptions and comfort. Participants were more
comfortable with a capability if they thought it was likely
happening. It was expected that participants who thought
a particular capability was already occurring would be more
uncomfortable with it because they would feel more press-
ing concern with a technology that is already in use. Instead
the opposite was observed, with higher ratings of likelihood
related to higher levels of comfort.

4.3.2 Other Factors Related to Comfort
A number of additional factors were tested for effect on

discomfort. Rather than use the Specific Comfort ques-
tions presented only to the Primed group, this analysis used
the General Comfort questions shown to all participants as
the measure of comfort with self-driving cars. In this ex-
ploratory analysis the intention was to uncover variables
that could explain what made participants more or less com-
fortable with basic privacy invasive capabilities of AVs, namely
image capture and analysis (Figure 3, Q32-33).

To obfuscate and compare these privacy questions, other
concerns with AVs were also measured. Four scenarios in
the General Comfort questions (Figure 3, Q26-35) concerned
discomfort with proximity to a self-driving car: walking
near (24% expressed discomfort), driving near (25%), cy-
cling near (49%), and being near one in the snow (61%).
Other causes of discomfort identified by Schoettle and Sivak’s
large-sample survey [41] were also explored. Forty-four per-
cent of participants were uncomfortable with changes in the
job market due to self-driving cars and 72% were uncom-
fortable with legal liability resulting from an accident with
a self-driving car. We also asked one general question about
how comfortable participants felt about self-driving cars be-
coming more common, to which 30% indicated discomfort.

The privacy scenarios (Q32-33) in the General Comfort ques-
tions made more participants feel uncomfortable than any
other scenario: 85% were uncomfortable with image cap-
ture of people and license plates, and 77% were uncomfort-
able with that data being aggregated and analyzed. It was
surprising that more participants felt uncomfortable with
image capture than data aggregation and analysis, but a
possible explanation is that participants are more uncom-
fortable with the fact that data is collected than potential
uses of those data. Participants in pilot studies had difficulty
articulating negative outcomes from image analysis, which
could also explain the observations.

Using the Mann-Whitney U test, the following variables
were investigated for a difference in discomfort: priming
with privacy scenarios, Pittsburgh residence, gender, tech-
nical experience, and bias against Uber. As an example, we
tested whether comfort with image capture statistically sig-
nificantly differed between Pittsburgh and non-Pittsburgh
participants. The Kruskal-Wallis test was used to compare
discomfort between overall conceptions of likelihood and age
range. Overall conceptions of likelihood were quantified as
a numerical score (0-11) representing the number of scenar-
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ios from the Specific Likelihood questions a participant had
found likely. Surprisingly, none of the explanatory variables
we explored had a statistically significant impact on discom-
fort.

To determine if these variables did not explain differences in
privacy comfort, or if they did not explain any difference in
comfort, the same tests were run on comfort with proximity
to self-driving cars and comfort with these cars becoming
more common in general. Discomfort with proximity as a
driver and proximity as a pedestrian were quantified for each
participant as whether they were uncomfortable with both,
one, or neither of the scenarios (0-2).

We found statistically significant differences in discomfort
with proximity to self-driving cars between participants with
different discomfort levels for the Specific Comfort scenarios
(Kruskal-Wallis, χ2(10) = 42.28, p<0.001). Similarly, we
found statistically significant differences in discomfort with
self-driving car technology becoming more common between
discomfort levels with specific scenarios (χ2(10) = 35.32,
p<0.001). In both cases, however, we did not observe a
clear trend relating discomfort (with proximity or with the
technology becoming more common) and overall discomfort
with specific scenarios.

Whether participants had technical experience explained sta-
tistically significant differences in comfort with self-driving
car technology becoming more common in general (Mann-
Whitney U = 4506.5, p=0.049). Technical experience—
studying or employed in computer science, computer en-
gineering, information technology, or related—was related
to increased comfort with the technology becoming more
common (technical: 17% uncomfortable, non-technical: 34%
uncomfortable), but it did not explain comfort with either
privacy-related scenario (image capture or analysis).

The survey did not ask participants why they were uncom-
fortable with any specific scenario, so it is possible that the
reason participants expressed discomfort with proximity is
in fact because of privacy invasion and not for safety rea-
sons. In this case having higher concern with proximity
could be explained by discomfort with the sensors, not the
possibility of being endangered, which is not corroborated
by the dominance of safety in public discourse surrounding
the technology. It is also possible that the lack of statistical
significance for the two privacy questions within the Gen-
eral Comfort questions set could be due to a high baseline
discomfort level.

4.3.3 Indications of Opt-Out Behavior
The set of explanatory variables described in the previous
section were investigated for their effect on how long par-
ticipants were willing to spend in an online system in order
to opt out of identifiable data collection. Nine percent of
participants would not use the online system, 37% would
spend 5 minutes or fewer, 22% would spend 6-10 minutes,
20% would spend 11-30 minutes, and 12% would spend more
than half an hour. Priming with the specific scenario ques-
tions was the only variable for which we observed statis-
tically significantly different opt-out times (Mann-Whitney
U = 9847.5, p=0.022), with opt out times higher for the
Primed group (primed median: 6-10 minutes, non-primed
median: 1-5 minutes).

This difference can be partially explained by the open text
responses participants chose to give at the end of the survey.
Four thoughtful responses discussed the opt out question
specifically, three of whom disagreed with the idea of opt-
ing out, arguing instead that people should opt in or simply
not have identifiable information captured. These responses
showed nuanced thought about the nature of the technology
and privacy implications which another participant (P91)
noted had “raised issues [she] had never even considered.”
The nature of the scenario questions given to the Primed
group presented scenarios and privacy implications that pi-
lot study participants said they had not thought of before
the study. Simply posing questions about potential privacy
invasive scenarios increased the amount of time participants
would spend to mitigate such invasions. It also shows that
when the public is made aware of potential privacy invasions
without accurate information about actual data collection
and use practices, there is an increase in privacy-seeking be-
havior.

5. DISCUSSION
This study explored a previously unknown space: techno-
logical and privacy perceptions surrounding networked AVs,
specifically the Uber commercial fleet of self-driving vehi-
cles. We identified what technological capabilities the pub-
lic ascribed to fleets of self-driving cars, how comfortable
they were with those capabilities, and the effort to which
they would go to protect themselves from privacy invasion.
What we found was a complex space where perceived like-
lihood correlated with higher comfort, attributes that we
thought would predict attitude and behavior had no ob-
served effect, and simply asking questions about potential
privacy scenarios increased participants’ predictions of the
time they would spend to opt out. Nevertheless, findings
gleaned from this study can be used to recommend industry
strategy and practices to assuage discomfort, protect pri-
vacy, and increase acceptance of this new technology.

5.1 Limitations
Sampling and recruitment bias could have played a role in
our results. Participants came only from mid-sized cities
in the Midwestern and Mid-Eastern regions of the United
States, which limits the generalizability to more urban or
rural populations as well as other nations. This limitation
was the result of a conscious design choice: we specifically
wanted to focus on people who had experience with fleets
of AVs, which meant recruiting in Pittsburgh; then to com-
pare opinions of people who were significantly less exposed
to self-driving vehicles, we chose cities geographically near
and demographically similar to Pittsburgh so as to avoid ad-
ditional confounds. Future studies should diversify to more
urban and rural areas, as well as to other cultures. Compar-
isons between exposed and unexposed populations should
be available soon, as Uber deploys fleets in cities like San
Francisco and more rural areas such as Michigan [4].

Another limitation of this study is the format used to con-
duct it. An online survey allowed us to reach over 300 people
and learn about their conceptions of AV technology, but it
was limited in depth. Many variables that could explain
comfort and inform policy are as of yet unidentified and
unexplored. More in-depth research could also assess what
costs and benefits people think can come from the surveil-
lance capabilities of networked fleets of autonomous robots.
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5.2 Privacy Conceptions
Using the scenarios concerning technological capability (Fig-
ure 2) we learned what the public thinks self-driving cars
currently do and how they feel about it. As expected, par-
ticipants overwhelmingly (and correctly) believed that AVs
have the capability to gather rich information about their en-
vironment and detect humans, as well as that AV fleets can
perform off-line analyses of the collected information. The
majority of participants generally thought secondary uses
of collected information such as identification and tracking
were not likely, though these scenarios still had a substan-
tial minority of participants (22% to 46%) rating them as
likely. As expected, comfort significantly decreased as sce-
narios became more invasive and a division was found be-
tween primary and secondary uses. Secondary uses were dif-
ferentiated by participants in pilots and free-text responses
by their degree of necessity and invasion: the invasion was
often found to be needlessly ‘too far’, whereas primary uses
could be rationalized.

Surprisingly, for the secondary use scenarios, rather than
higher conceptions of likelihood correlating with higher dis-
comfort, we observed the opposite. Participants who rated
a potentially privacy-invasive scenario as likely were more
likely to be comfortable with that scenario; this might be
explained by learned helplessness or resignment to perceived
inevitability. Learned helplessness is when in negative situ-
ations where an individual has no ability to change the cir-
cumstances, such as the invasion of privacy by autonomous
vehicles, people increasingly accept the situation as a cop-
ing mechanism. With no power to change the environmental
factors that cause a negative response, the negative response
itself is changed [54].

Similarly, if participants had perceived the technological ca-
pability as not only likely, but as normal or inevitable, this
could have led to increased comfort. These findings support
the need for research and privacy enhancing technologies
and policies early in the technology’s life cycle. As people
become resigned over time, the deployment of AV technol-
ogy may outpace restrictions, as previously mentioned in
reference to IoT technology, making it harder to integrate
privacy protections.

Causes of Discomfort
Though a participant’s perceived likelihood of a particular
scenario explained her comfort with that scenario, other ex-
pected explanatory variables did not. None of the explana-
tory variables tested explained any difference in comfort
with AV image capture and analysis (Q32-33). In contrast,
greater technical experience was associated with increased
comfort with self-driving cars becoming more common in
general. We expected that technical experience would have
one of two potential effects: greater knowledge leading to a
better understanding of potential negative impacts and con-
sequences and hence more concern; or, alternatively, better
understanding of the benefits and hence less concern. Sup-
port for the latter was found, but only for comfort with AV
technology in general, not for comfort with privacy scenar-
ios, where technical experience had no observable effect. A
possible explanation is that comfort with AV technology in
general is derived mainly from safety and employment con-
cerns, rather than privacy concerns.

We expect that proximity concern is a combination of pri-
vacy concerns and safety concerns, with significantly greater
weight given to safety than privacy based on the narrative
of public discourse, open-text responses of participants, and
the phrasing of the questions. In this case, privacy discom-
fort could be indicative of safety discomfort for other rea-
sons, such as that they are both caused by an innate dis-
trust of the technology. More nuanced exploration would
be needed to answer these questions, perhaps via interview
studies.

Time to Opt Out
Though high levels of discomfort with the different techno-
logical capabilities were found, half of participants would
spend only five or fewer minutes using an online system
to opt out of identifiable data collection by commercial au-
tonomous vehicles. The only factor that explained a differ-
ence in opt-out time was whether the participant had been
primed with specific privacy scenarios. Presenting people
with scenarios that suggested the possibility of privacy in-
vasion made people predict that they would spend more ef-
fort mitigating the privacy invasion. No other variables,
including exposure to self-driving cars or bias against Uber,
explained a difference in time to opt out.

Should the public be exposed to questions regarding pri-
vacy invasive capabilities, there could be an increased move
towards privacy-seeking behavior such as opting out or per-
haps protesting. Research and media attention is currently
focused on safety and employment, but more of our partici-
pants were uncomfortable with privacy invasive capabilities
than with either of these popular concerns. Even partici-
pants in the Unprimed group, who did not see questions re-
garding recognition, identification, and tracking, were more
likely to be uncomfortable with privacy scenarios than with
proximity scenarios. If public attention were to shift towards
the third ethical concern—privacy—findings in this study
indicate that discussions would reveal great discomfort and
the act of discussing such concerns could cause a change in
behavior concerning commercial self-driving vehicles.

5.3 Recommendations for Industry Practice
One of the central questions investigated by this study was
where the public draws the line on acceptable and unaccept-
able privacy practices by companies operating networked
autonomous vehicles in public spaces. The sentiments of
participants tended toward acceptance of technologies they
thought were being implemented as necessary components,
but toward discomfort with secondary analysis of informa-
tion such as recognition, identification, and tracking of peo-
ple or vehicles. Additionally, participants would overwhelm-
ingly use a system to opt out of identifiable information cap-
ture, though some expressed that an opt-out tool is unsuited
to the technology.

The synthesis of these findings shows that people, regardless
of their exposure to AV technologies, are uncomfortable with
privacy-invasive secondary uses and, to a lesser extent, with
primary uses such as continuous analysis of data captured by
networked AVs. The only secondary use that could poten-
tially be considered useful and acceptable was recognition of
vehicles, which participants rationalized could be useful for
taking extra precautions against erratic drivers. With other
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new technologies, the argument can be made that if the pri-
vacy intrusions conflict with individuals’ preferences, they
need not use that technology; but with sophisticated sensors
operating in public places people have no practical ability to
avoid information capture. It is then necessary that compa-
nies operating such fleets of AVs and other robots like drones
either implement industry self-regulation or be regulated to
protect the public. Our findings suggest that such regula-
tion should focus on secondary data uses, with which the
public is overwhelmingly uncomfortable and would actively
avoid if given the opportunity.

Currently this regulation could take three forms: industry
self-regulation, federal regulation, or state and local restric-
tions. The Alliance of Automotive Manufacturers has ju-
risdiction due to the necessity of autonomous vehicle com-
panies partnering with traditional automotive companies [5]
and this organization is committed to the Fair Information
Privacy Practices (FIPPs) [2]. All of the foundational neces-
sities are in place, but this organization has not yet applied
them directly to AVs, or in particular to concerns raised by
their external sensors. Federal regulation could take multi-
ple forms; traditionally roads and cars are under the juris-
diction of the National Highway Transportation Safety Ad-
ministration [34], though the FTC frequently crosses into
other jurisdictions to enact privacy regulation. Both agen-
cies support notice and choice, the first two FIPPs. Local
and state governments are interfacing directly with these
AV companies already though, and do require knowledge of
their practices before allowing them access to public roads.
These cities and states could set precedent for broader prac-
tice by working with the companies to create practices that
balance the need for information with citizens’ privacy. The
companies themselves could create or adapt other privacy
enhancing technologies such as face and license plate blur-
ring, such as that done by Google Maps cars [16].

Additionally, it is in the best interest of companies oper-
ating AV fleets to be more transparent about their data
collection and use practices. While the public has not yet
considered the privacy implications of AV technology the
way it has safety implications, this study found that bring-
ing up privacy concerns causes people to be less comfortable
with being near and utilizing self-driving car technology and
to express intentions of actively mitigating privacy invasion.
Such attitudes could cause increased backlash not only from
the public, which has already been vocal about reservations
about safety and employment, but from the city and state
governments that are currently debating whether to allow
autonomous vehicles to operate within their jurisdictions.

Safety concerns can be rebutted with the argument that the
new technology (AVs) is less concerning than the current en-
vironment (human drivers), but companies like Uber cannot
argue that data capture by networked autonomous vehicles
is less concerning than the current environment where there
are no networked vehicles capable of city-scale surveillance.
Standard arguments for the technology are more difficult to
apply and companies have yet to make a case for—or pro-
vide public services that—demonstrate data collection is net
positive for the populations of the cities they operate in.

6. CONCLUSION
Our study investigated the largely unexplored space of pri-
vacy concerns surrounding autonomous vehicles. We found

that participants generally thought networked fleets of au-
tonomous vehicles were collecting and analyzing data about
them, and that more than 40% thought this technology was
already being used to track people’s movements. Scenarios
such as tracking and identification caused overwhelming dis-
comfort, while participants expressed moderate discomfort
with primary uses of data such as continuous analysis for
navigation. If a participant thought a particular capability
was likely to be occurring, she was more comfortable with
that capability, perhaps because she thought it was normal
or because she was resigned to it.

Surprisingly, privacy concerns caused higher proportions of
participants to express discomfort than either of the more
common concerns—physical proximity or changes in the job
market. These feelings of discomfort with privacy-invasive
capabilities were not explained by any of the variables we
examined, indicating that attitudes were either too nuanced
for detection by this study, were resistant to the effects of
other variables, or were explained by unexplored additional
factors. Interestingly, the amount of time participants pre-
dicted they would spend on privacy-protective behaviors was
not as resistant: simply asking priming questions about au-
tonomous vehicle capabilities increased participants’ predic-
tions of how long they would spend in an online system to
opt out of identifiable data collection. Future studies can
further investigate the relationship between priming, atti-
tudes, and behaviors, and increase the understanding of pri-
vacy concern in this technological context.

Autonomous vehicle technology is set to become increasingly
prevalent in the next decade and permanently alter daily life
for millions of people [27]. Privacy research early in the de-
velopment life cycle of this unique technology can be used to
shape industry practices and regulation before intentional or
unintentional privacy invasions become a part of the tech-
nology. It is important to investigate privacy implications of
networked autonomous vehicles before deployment outpaces
understanding of potential ramifications. We recommend
policies differentiate between primary and secondary uses
of sensor data, restricting secondary uses to preserve public
privacy.
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APPENDIX
A. SURVEY
1. What city do you live in?
© Pittsburgh, PA
© Rochester, NY
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© Buffalo, NY
© Cincinnati, OH
© Cleveland, OH
© Other - Write In (Required)

2. How did you learn about this survey?
© Poster
© Craigslist
© Reddit
© Word of mouth
© Other - Write In (Required)

Please read survey information carefully. This survey ex-
plores opinions about fleets of self-driving cars. It is NOT
intended to test or judge your knowledge of self-driving car
technology.

For this survey suppose: (1) A fleet of self-driving cars is
operated in your city (2) The cars are owned and operated
by a private company (3) The cars are networked to share
information with each other and the company

One example of this is the Uber self-driving car fleet cur-
rently operated in Pittsburgh, PA.

This survey is NOT about: (1) Individually owned self-
driving cars (2) Any sensors on the inside of the car

3. Do you understand what this survey is and is not
about?
© No, I didn’t read the short text (please read)
© Yes, I understand

4. Likelihood of Self-Driving Car Scenarios [Primed
group only]

You will be presented with scenarios about a networked fleet
of self-driving cars. Choose how likely you think the scenar-
ios are to be happening now from ’very unlikely’ to ’very
likely.’ Please read each question carefully.

5. Self-driving cars capture images of their sur-
roundings
© Very Unlikely
© Unlikely
© Neither Unlikely nor Likely
© Likely
© Very Likely

6. Information captured by the self-driving cars is
aggregated and stored
For example, Uber stores data collected by all of its self-
driving cars in a central location
© Very Unlikely
© Unlikely
© Neither Unlikely nor Likely
© Likely
© Very Likely

7. Information captured by a self-driving car dur-
ing a specific incident is analyzed by the operating
company
For example: Images captured by an Uber self-driving car
during a car accident are used by Uber to determine the
cause
© Very Unlikely
© Unlikely
© Neither Unlikely nor Likely

© Likely
© Very Likely

8. Information captured continuously by the self-
driving cars is analyzed
For example: Data collected by all Uber self-driving cars is
used by Uber to understand weather conditions
© Very Unlikely
© Unlikely
© Neither Unlikely nor Likely
© Likely
© Very Likely

9. Self-driving cars detect humans
© Very Unlikely
© Unlikely
© Neither Unlikely nor Likely
© Likely
© Very Likely

10. A self-driving car recognizes a person that has
been encountered before by a different self-driving
car in the fleet
© Very Unlikely
© Unlikely
© Neither Unlikely nor Likely
© Likely
© Very Likely

11. Individuals are identified by name when they
encounter one of the self-driving cars in the fleet
For example: Uber knows that the pedestrian next to one of
its self-driving cars is Alice
© Very Unlikely
© Unlikely
© Neither Unlikely nor Likely
© Likely
© Very Likely

12. Individuals are tracked using each time they
encounter one of its self-driving cars in the fleet
© Very Unlikely
© Unlikely
© Neither Unlikely nor Likely
© Likely
© Very Likely

13. A self-driving car recognizes a vehicle that has
been seen by another self-driving car in the fleet
For example: Uber knows that different self-driving cars en-
countered the same vehicle on different days, but does not
know who owns the vehicle
© Very Unlikely
© Unlikely
© Neither Unlikely nor Likely
© Likely
© Very Likely

14. Vehicle owners are identified by name when a
vehicle encounters one of the self-driving cars in the
fleet
For example: Uber knows that the minivan in front of one
of its self-driving cars is owned by Alice © Very Unlikely
© Unlikely
© Neither Unlikely nor Likely
© Likely
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© Very Likely

15. Vehicles are tracked using each time they en-
counter one of the self-driving cars in the fleet
For example: Uber assembles a list with location, date, and
time of each time self-driving cars encountered Alice’s mini-
van
© Very Unlikely
© Unlikely
© Neither Unlikely nor Likely
© Likely
© Very Likely

Comfort with Self-Driving Cars [Primed group only]

Choose how comfortable you are with the scenarios from
’very uncomfortable’ to ’very comfortable.’ Please read each
question carefully.

16. I would feel if self-driving cars captured
images of me (but did not store or analyze those
images.)
For example: An Uber self-driving car captures an image of
you in a crosswalk, then discards the image after it leaves
the intersection.
© Very Uncomfortable
© Uncomfortable
© Neither Uncomfortable nor Comfortable
© Comfortable
© Very Comfortable

17. I would feel if self-driving cars captured
and stored images of me (but did not analyze those
images)
For example: An Uber self-driving car captures an image of
you in a crosswalk and it is stored on a computer with many
similar images, but Uber does not use the images.
© Very Uncomfortable
© Uncomfortable
© Neither Uncomfortable nor Comfortable
© Comfortable
© Very Comfortable

18. I would feel if self-driving cars captured
images of me and analyzed images of specific events
For example: Uber analyzes specific images captured by a
self-driving car (including images of you) to determine the
cause of a traffic incident.
© Very Uncomfortable
© Uncomfortable
© Neither Uncomfortable nor Comfortable
© Comfortable
© Very Comfortable

19. I would feel if self-driving cars captured
images of me and analyzed images continuously
For example: Uber continuously analyzes images captured
by all self-driving cars (including images of you) to gauge
traffic conditions.
© Very Uncomfortable
© Uncomfortable
© Neither Uncomfortable nor Comfortable
© Comfortable
© Very Comfortable

20. I would feel if each time I encountered a

self-driving car, I was recognized from past encoun-
ters with other self-driving cars (but not by name).
For example: Uber knows that different self-driving cars en-
countered you in different locations on different days, but
does not know who you are
© Very Uncomfortable
© Uncomfortable
© Neither Uncomfortable nor Comfortable
© Comfortable
© Very Comfortable

21. I would feel if I was identified by images
captured by a self-driving car
For example: An Uber self-driving car captures an image of
your face as you cross the street and Uber links the image to
your name
© Very Uncomfortable
© Uncomfortable
© Neither Uncomfortable nor Comfortable
© Comfortable
© Very Comfortable

22. I would feel if I was tracked each time I
encountered a self-driving car.
For example: Uber assembles a list with location, date, and
time of each time you encounter a self-driving car.
© Very Uncomfortable
© Uncomfortable
© Neither Uncomfortable nor Comfortable
© Comfortable
© Very Comfortable

23. I would feel if each time my car encoun-
tered a self-driving car, it was recognized from past
encounters with other self-driving cars (but not by
owner’s name).
For example: Uber knows that different self-driving cars en-
countered your car in different locations on different days,
but does not know who owns the car.
© Very Uncomfortable
© Uncomfortable
© Neither Uncomfortable nor Comfortable
© Comfortable
© Very Comfortable

24. I would feel if my car was identified by
images captured by a self-driving car
For example: An Uber self-driving car captures an image of
your license plate as you drive and Uber uses the links the
license plate to your name
© Very Uncomfortable
© Uncomfortable
© Neither Uncomfortable nor Comfortable
© Comfortable
© Very Comfortable

25. I would feel if my car was tracked each
time it encountered a self-driving car.
For example: Uber assembles a list with location, date, and
time of each time your car encounters a self-driving car.
© Very Uncomfortable
© Uncomfortable
© Neither Uncomfortable nor Comfortable
© Comfortable
© Very Comfortable
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General Self-Driving Car Questions

You will be presented with scenarios about a networked fleet
of self-driving cars. Choose how comfortable you are with
the scenarios from ’very unlikely’ to ’very likely.’ Please read
each question carefully.

26. I would feel walking near a self-driving
car.
© Very Uncomfortable
© Uncomfortable
© Neither Uncomfortable nor Comfortable
© Comfortable
© Very Comfortable

27. I would feel driving near a self-driving car.
© Very Uncomfortable
© Uncomfortable
© Neither Uncomfortable nor Comfortable
© Comfortable
© Very Comfortable

28. I would feel cycling near a self-driving car.
© Very Uncomfortable
© Uncomfortable
© Neither Uncomfortable nor Comfortable
© Comfortable
© Very Comfortable

29. I would feel riding in a self-driving car.
© Very Uncomfortable
© Uncomfortable
© Neither Uncomfortable nor Comfortable
© Comfortable
© Very Comfortable

30. I would feel being near a self-driving car
in the snow.
© Very Uncomfortable
© Uncomfortable
© Neither Uncomfortable nor Comfortable
© Comfortable
© Very Comfortable

31. I would feel about the changes in the job
market due to self-driving cars.
© Very Uncomfortable
© Uncomfortable
© Neither Uncomfortable nor Comfortable
© Comfortable
© Very Comfortable

32. I would feel if a self-driving car captured
pictures of me and my license plate.
© Very Uncomfortable
© Uncomfortable
© Neither Uncomfortable nor Comfortable
© Comfortable
© Very Comfortable

33. I would feel if images captured by self-
driving cars were aggregated and analyzed
© Very Uncomfortable
© Uncomfortable
© Neither Uncomfortable nor Comfortable
© Comfortable
© Very Comfortable

34. I would feel about legal liability in an
accident with a self-driving car.
© Very Uncomfortable
© Uncomfortable
© Neither Uncomfortable nor Comfortable
© Comfortable
© Very Comfortable

34. I would feel about networked fleets of self-
driving cars becoming more common in general.
© Very Uncomfortable
© Uncomfortable
© Neither Uncomfortable nor Comfortable
© Comfortable
© Very Comfortable

Opting Out of Information Capture

Suppose the company operating the fleet of self-driving cars
has implemented a system so pedestrians and drivers can
opt out of data collection by the cars. By going through
their online system, people can have images of them blurred
so their identity is protected and they cannot be tracked.

35. How many minutes would you spend in the sys-
tem to successfully opt out?
© 0
© 1-5
© 6-10
© 11-15
© 16-20
© 21-25
© 26-30
© More than 30

Questions about Uber

36. I feel that companies operating networked fleets
of self-driving cars have my best interests in mind
© Strongly disagree
© Disagree
© Neither agree nor disagree
© Agree
© Strongly agree

37. I feel that Uber’s self-driving car division has
my best interests in mind
© Strongly disagree
© Disagree
© Neither agree nor disagree
© Agree
© Strongly agree

38. I feel that Uber has my best interests in mind
© Strongly disagree
© Disagree
© Neither agree nor disagree
© Agree
© Strongly agree

39. I would have answered the survey questions dif-
ferently had Uber not been used as the example
© Strongly disagree
© Disagree
© Neither agree nor disagree
© Agree
© Strongly agree
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40. I would trust a different networked self-driving
car fleet over Uber’s to have my best interests in
mind
© Strongly disagree
© Disagree
© Neither agree nor disagree
© Agree
© Strongly agree

Demographic Questions

41. Please specify your gender
© Man
© Woman
© Other (please specify):
© Prefer not to answer

42. Please indicate your age

[textbox]

43. Select the highest education level you have achieved
© No high school
© Some high school
© High school graduate, diploma, or the equivalent
© Trade, technical, or vocational training
© Some college
© Associate degree
© Bachelor’s degree
© Master’s degree
© Professional or doctoral degree
© Prefer not to answer

44. Select the industry in which you work
© Accounting
© Advertising
© Aerospace / Aviation / Automotive
© Agriculture / Forestry / Fishing
© Biotechnology
© Business / Professional Services
© Business Services (Hotels, Lodging Places)
© Computers (Hardware, Desktop Software)
© Communications
© Construction / Home Improvement
© Consulting
© Education
© Engineering / Architecture
© Entertainment / Recreation
© Finance / Banking / Insurance
© Food Service
© Government / Military
© Healthcare / Medical
© Internet
© Legal
© Manufacturing
© Marketing / Market Research / Public Relations
© Media / Printing / Publishing
© Mining
© Non-Profit
© Pharmaceutical / Chemical
© Research / Science
© Real Estate
© Retail
© Telecommunications
© Transportation / Distribution
© Utilities

© Wholesale
© Other - Write In
© Not applicable

45. Check all that apply:
2 I have downloaded and used the Uber and/or Lyft mobile
apps
2 I have been a passenger in an Uber and/or Lyft car
2 I have read an article, viewed a program, or learned online
about Uber self-driving cars
2 I have seen an Uber self-driving car while I was a driver
2 I have seen an Uber self-driving car while I was a pedes-
trian
2 I have ridden in an Uber self-driving car as a passenger
2 I have not yet ridden, but would ride as a passenger in an
Uber selfdriving car
2 I am or have been an Uber and/or Lyft driver
2 I have ridden as a safety driver in an Uber self-driving car
2 I am currently or have previously been employed by Uber
directly (not as a driver)
2 I disagree with actions Uber has taken
2 I have deleted the Uber app
2 I have attended a protest against Uber
2 None of the above

Privacy and Technology Questions

46. Are you majoring in or have a degree or job in
computer science, computer engineering, informa-
tion technology, or a related field?
© Yes
© No

47. Privacy is really a matter of people’s right to
exercise control and autonomy over decisions about
how their information is collected, used, and shared.
© Strongly agree
© Agree
© Neither agree nor disagree
© Disagree
© Strongly disagree

48. Control of personal information lies at the heart
of privacy.
© Strongly agree
© Agree
© Neither agree nor disagree
© Disagree
© Strongly disagree

49. I believe that privacy is invaded when control is
lost or unwillingly reduced as a result of a marketing
transaction.
© Strongly agree
© Agree
© Neither agree nor disagree
© Disagree
© Strongly disagree

50. Companies seeking information should disclose
the way the data are collected, processed, and used.
© Strongly agree
© Agree
© Neither agree nor disagree
© Disagree
© Strongly disagree
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51. It is very important to me that I am aware and
knowledgeable about how my personal information
will be used.
© Strongly agree
© Agree
© Neither agree nor disagree
© Disagree
© Strongly disagree

52. It usually bothers me when companies ask me
for personal information.
© Strongly agree
© Agree
© Neither agree nor disagree
© Disagree
© Strongly disagree

53. When companies ask me for personal informa-
tion, I sometimes think twice before providing it.
© Strongly agree
© Agree
© Neither agree nor disagree
© Disagree
© Strongly disagree

54. It bothers me to give personal information to so
many companies.
© Strongly agree
© Agree
© Neither agree nor disagree
© Disagree
© Strongly disagree

55. I’m concerned that companies are collecting too
much personal information about me.
© Strongly agree
© Agree
© Neither agree nor disagree
© Disagree
© Strongly disagree

56. To be entered into the raffle for Amazon gift
cards, please provide your email address: (We will
never use this for purposes out of this research)

[textbox]

57. Is there anything else you would like to add
about networked self-driving cars or this survey in
general?

[textbox]

Hello,

We would like to thank you again for participating in our
study. If you are selected for the raffle, an Amazon gift card
code will be sent to the email you provided.

This study is aimed at determining people’s awareness and
preferences toward the privacy considerations surrounding
Uber’s self-driving cars. The data you provided will be used
to help determine future areas of study and help craft recom-
mendations for the industry in addressing consumer privacy
needs and concerns.

Deployed fleets of autonomous vehicles like Uber’s self-driving
cars are a new phenomenon, and researching these cars in

ordinary, real-world scenarios has just begun. From what
we know, Uber self-driving cars have three different types of
sensors:

1. Radar sensors that map the physical world around the
car. They do not collect video and do not store any in-
formation; they are just used for navigational purposes.

2. The large camera lens on the roof is used to detect
colors, such as those on a traffic light or a stop sign. It
does not collect photo or video.

3. Twenty other cameras are used to detect braking ve-
hicles, pedestrians, and other obstacles. Some cameras
store video that can be reviewed later manually by peo-
ple, or via automated computer algorithms.

Some participants in this study were exposed to this infor-
mation during the study, while others were not. This was
done to gauge how people perceive the privacy concerns sur-
rounding Uber’s cars with and without context.

Thanks again for your time and ongoing participation in
our study. For any further feedback on the study, feel free
to email at: selfdrivingcarresearch@cmu.edu
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ABSTRACT 
Although the importance of format and presentation of privacy 
notices has been extensively studied in the privacy literature, less 
explored is the interplay of presentation and content in influencing 
users’ disclosure decisions. In two experiments, we manipulate the 
content as well as the format of privacy notices shown to 
participants who were asked to choose whether they would like to 
disclose personal information. We manipulate content by changing 
the objective privacy risk that participants face from disclosing 
personal information. We manipulate format by changing the 
manner in which these notices are presented. We find that 
participants are significantly less likely to share their personal 
information when the privacy notice is presented under a ‘Prohibit 
[disclosure]’ frame, as compared to an ‘Allow [disclosure]’ frame. 
However, and importantly, we find that the effect of changes in 
framing on disclosure decisions is small when the objective privacy 
risk from disclosure is low, but the effect of framing becomes larger 
when the risk is increased—that is, for potentially more sensitive 
decisions. Our results highlight the nuanced interaction effects 
between the objective content of privacy notices and the manner in 
which they are presented, on disclosure behavior.   

1. INTRODUCTION 
Online companies collect many different types of information 
about their users, such as browsing behavior, search queries, 
purchase history, location information, and demographic 
information. Typically, users agree to share this information when 
they register for an online service and accept the service’s privacy 
policy. In some cases, the permission to collect specific types of 
information is obtained after the registration process is complete, 
while the user is using the service. For example, a mobile app may 
obtain consent for collecting browsing behavior and purchase 
history in its privacy policy, but may later display a prompt asking 
for permission to collect location information while the user is 
employing a feature that specifically requires the use of location 
information. In both cases, the service provider designs the 
interface where the user makes his or her choice to disclose 
personal information—thus, it can act as a “choice architect” [21], 

and influence users’ decisions and behaviors. Substantial 
behavioral research in the privacy field has, in fact, suggested that 
the interface itself, and not just the content of the policy, may affect 
individuals’ propensity to disclose personal information [e.g., 2]. 
Much less studied, however, is how the effect of changes in the 
presentation of privacy-relevant information interacts with the 
effect of changes in the objective privacy risk from disclosure, on 
individuals’ propensity to disclose personal information. 

In two experiments, we manipulate the content as well as the format 
of privacy notices shown to participants. We manipulate content by 
changing the privacy risk that participants face from disclosing 
information (for example, by varying the entity with which the 
information is to be shared). We manipulate format by changing the 
frame under which these notices are presented to the subjects. We 
find that participants are significantly less likely to share their 
personal information when the privacy notice is presented under a 
‘Prohibit [disclosure]’ frame, as compared to an ‘Allow 
[disclosure]’ frame. However, and importantly, we also find that 
the effect is small when the objective privacy risk from disclosure 
is low, but becomes larger when the risk is increased to moderate 
levels. The results highlight the nuanced interactions between the 
actual content of privacy notices and the way they are presented, in 
influencing consumer behavior.  

The implications of the results are twofold. First, these results 
highlight the challenges of relying solely on providing notice and 
choice to consumers to achieve a policy maker’s goal of consumer 
privacy protection. The manner in which notices are framed can 
have a significant effect on behavior. As long as firms are the 
choice architects of their own privacy notices, they may implement 
framing nudges that influence consumers’ choices, for instance to 
affect the rate of disclosure of personal information. Second, these 
results provide insights into identifying specific situations where 
framing effects matter the most (when objective risks are 
moderate), thus helping organizations, individuals, and policy 
makers direct their attention to notices that may lead to strong 
framing effects. 

2. THEORETICAL BACKGROUND 
Framing effects refer to the phenomena whereby “simple and 
unspectacular changes” in the presentation of decision problems 
lead to changes in choice [11]. These simple changes do not alter 
the objective factors of the decision. Evidence from behavioral 
decision research shows that such seemingly insignificant changes 
can have a significant impact on individuals’ choices. In other 
words, they can act as “nudges.” In 1981, Tversky and Kahneman 
presented participants with the choice between a certain treatment 
that can save 200 of 600 people affected by a disease, and a 
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probabilistic option that has the same expected value (1/3rd 
probability that 600 people will be saved). They found that 
participants prefer the certain choice to the probabilistic one, but 
when the same choice is framed in terms of the number of lives lost 
(i.e., 400 people die out of 600 affected) then participants preferred 
the probabilistic option to the certain choice [22]. The mere framing 
of the choices (in terms of lives saved or lost) had a significant 
impact on individuals’ decisions. In 1988, Levin and Gaeth showed 
that labeling a pack of ground beef as “75% lean” instead of “25% 
fat” significantly impacted participants’ perception of the quality of 
the beef [14]. Along similar lines, other researchers have found 
differences in perceptions when situations are described in terms of 
success rates versus failure rates [6]. 

Even though framing effects have been shown to significantly 
impact behavior in many cases, there is also no dearth of examples 
where framing effects have failed to change behavior ([15] provides 
a review of when framing effects have been shown to appear and 
disappear). For example, Druckman’s 2001 work showed that 
framing effects can drastically decrease and even diminish when 
individuals are provided with credible advice about how to make 
the decision [7]. The intensity of framing effects also changes 
dramatically across different task domains. In 1996, Wang studied 
framing effects in risky choices across three different task domains, 
where participants had to choose between a sure outcome and a 
gamble of the same expected value. In addition to finding 
significantly different intensities of framing effects across domains, 
he also found that, within a given domain, framing effects tend to 
appear and disappear depending on the expected value of the 
gamble [23]. Since expected value manipulations change the 
objective benefits provided, this result suggests that when objective 
content is varied framing effects may change in intensity and may 
even disappear. 

In the typical framing studies, participants are asked to choose 
between a sure option and a gambling option, while the framing of 
these options is manipulated between conditions. Under the 
positive frame, participants choose between winning an amount X 
for sure and a gamble in which they may win an amount greater 
than X but with some probability less than 1 (for example, a gamble 
to win 2X with probability ½). Under the negative frame, 
participants are given some money in advance and asked to choose 
between giving back an amount X for sure and a gamble in which 
they may lose an amount greater than X but with some probability 
less than 1 (for example, a gamble to lose 2X with probability ½). 
Participants tend to prefer the sure option to the probabilistic one 
when choices are framed as gains, and the opposite occurs when 
choices are framed as losses. But some researchers have found that 
framing effects can disappear if the payoffs from the choices are 
too small [9]. Therefore, it is important to investigate the interplay 
between objective payoffs and framing. In the case of privacy 
decisions, framing effects may disappear when the objective risk 
associated with disclosing personal information is perceived to be 
too low. In our studies, we test the interplay between objective risk 
and framing effects by varying both factors: 1) the objective risk 
participants face when disclosing personal information and 2) the 
manner in which the risks from disclosure are framed.  

Previous researchers have also argued that non-normative factors, 
such as framing, tend to have an impact on decisions when 
consumers’ preferences are ambiguous, but this effect diminishes 
(and even disappears) when preferences are more certain [19]. This 
is because, when preferences are ambiguous, individuals tend to 

look for additional cues (such as how a problem is framed) to help 
them construct preferences [18, 20]. This suggests that framing 
may significantly impact decisions when individuals’ preferences 
are ambiguous, and may fail to impact decisions when preferences 
are certain. In our work, we test this conjecture by measuring 
participants’ level of ambiguity or uncertainty with their sharing 
decisions, and evaluating whether uncertainty can explain how 
framing effects impact disclosure decisions. 

3. EXPERIMENTAL APPROACH 
In two studies, we manipulate the manner in which privacy notices 
that inform participants about the risks from disclosure are framed. 
These studies were conducted on Amazon’s Mechanical Turk 
(MTurk) platform. Previous researchers have shown that MTurk 
workers are more demographically diverse than the typical 
convenience samples of American college students, and established 
results have been replicated with this population, confirming its 
reliability [3, 4]. Amazon Mechanical Turk also allows researchers 
to approve or reject participants’ payment based on their 
performance. Therefore, each participant has an approval rating, 
which is the percentage of his or her previously completed surveys 
or tasks that have been approved. We implemented a minimum 
requirement of a 95% approval rating during our recruitment 
process, and also used attention check questions in our surveys to 
ensure high quality data. 

Our framing manipulation was embedded in the choice presented 
to our participants. In one condition, we asked participants if they 
would like to “allow us to share your information” and in another 
we asked if they would like to “prohibit us from sharing your 
information.” Similar to framing manipulations used in previous 
literature, this manipulation allowed us to change the format of the 
notice while keeping the objective content of the notices constant. 
Query Theory research [8, 10] suggests that under the ‘Allow’ 
frame individuals will be more likely to give permission to share 
their information because ‘Allow’ frames typically make individual 
more likely to think about reasons to act as described in the question 
(in our context, allow the sharing of their information); whereas 
individuals will be less likely to give permission to share their 
information under the ‘Prohibit’ frame because it makes them more 
likely to think about reasons to prohibit the sharing of their 
information. Therefore, we hypothesize that participants in the 
‘Allow’ condition will be more likely to accept the privacy policy 
than those in the ‘Prohibit’ condition. 

Based on the literature highlighted in the previous section, we 
expect that, at low levels of objective privacy risk, individuals’ 
sharing decisions will not vary with the framing of the notice. On 
the other hand, at moderate levels of disclosure risk, framing will 
have a significant effect on individuals’ sharing decisions. We 
tested this hypothesis by varying the objective risk from disclosing 
personal information between conditions, and comparing the 
impact of framing at the different objective risk levels. In addition, 
we also tested the conjecture that framing effects depend on the 
level of ambiguity or uncertainty that participants have towards 
these disclosure decisions. Specifically, we investigated whether 
framing effects only tend to appear when participants are less 
certain about their preferences. All our studies were approved by 
the Institutional Review Board at Carnegie Mellon University. The 
IRB review covered the deception that we implemented in our 
studies. All participants were debriefed at the end of the study to 

378    Thirteenth Symposium on Usable Privacy and Security USENIX Association



clarify that their data will not be shared with anyone other than the 
researchers conducting this study. 

4. STUDY 1 

4.1 Methods 
In this study, we manipulated risk and framing in a context that 
involved making real information disclosure decisions. Participants 
were recruited from Amazon’s Mechanical Turk for a study about 
ethical behaviors. Following the design put forward by Adjerid et 
al. in their 2014 work, we first asked participants for their 
demographic information, and informed them that they would be 
asked several questions of a sensitive nature, such as “Have you 
ever had a one-night stand?” The goal of collecting demographic 
information before presenting the disclosure choice was to elicit a 
level of quasi-identifiability, so the subsequent disclosure decisions 
would not seem entirely risk-free [2]. Then we asked participants 
to make a disclosure choice for whether they would be willing to 
share their responses to the ethical behavior questions with a 
specific audience. We manipulated objective privacy risk by 
changing this audience: in one condition, the audience was research 
assistants for this study, whereas in the other condition the audience 
was a marketing company. We expected that participants would 
perceive sharing information with research assistants as not very 
risky, but sharing with a marketing company would be perceived 
as being somewhat risky. Framing was manipulated using the 
‘Allow’ and ‘Prohibit’ frames. For instance, participants in the 
‘Marketing Company’ and ‘Allow’ frame condition were shown 
the following sentence: “Allow my responses to be shared with a 
marketing company.” As participants were aware that they were 
going to be asked a set of highly intrusive questions, the decision 
to share their responses with the specified audience involved 
evaluating actual risks, as opposed to hypothetical ones. Following 
this question, we asked them ten questions related to ethically 
questionable activities.1 Participants were informed that if they 
were not comfortable answering any of these questions, they could 
skip them and proceed with the survey without any penalty. Note 
that while participants were told that their information would be 
shared with the specified audience, we did not actually share their 
information with anyone outside of the primary researchers 
associated with this study. Participants were debriefed about our 
real motivations at the end of the study. 
4.2 Results 
Three hundred and seventy-six individuals (Mean Age = 32.5; 58% 
Male) from Amazon’s Mechanical Turk participated in Study 1. 
Participants in the ‘Allow’ condition were 21% more likely to share 
their responses compared to those in the ‘Prohibit’ condition (86% 
vs. 71%, 𝟀2 (1) = 12.22, p<0.001). Furthermore, participants in the 
‘Research Assistants’ condition were 55% more likely to share 
their responses when compared to those in the ‘Marketing 
Company’ condition (96% vs. 62%, 𝟀2 (1) = 64.74, p<0.001). 
Therefore, we observe main effects of framing and risk. 

Looking at the two risk conditions individually, we find that there 
is no significant effect of framing among participants in the 

                                                                    

 
1 We used questions rated as highly intrusive in Acquisti et al.’s 

2012 work [1]. See Appendix A. 

‘Research Assistants’ condition (98% vs. 93%, 𝟀2 (1) = 2.27, 
p=0.132) but the effect is significant in the ‘Marketing Company’ 
condition (74% vs. 49%, 𝟀2(1) = 11.77, p=0.001). In other words, 
at the level of risk presented in the ‘Research Assistants’ condition, 
almost everyone is willing to share his or her responses irrespective 
of framing. Therefore, we find that when the objective privacy risk 
is low, our framing manipulation does not significantly impact 
disclosure rates. 

Next, we test the following econometric model: 

Sharei   =   β0   +   βResearchAssistants   ResearchAssistants   +   βAllow   
Allow   +   βResearchAssistants*Allow ResearchAssistants*Allow + εi 

where ‘Share’ represents whether participants gave permission to 
share their data or not (binary choice), ‘ResearchAssistants’ is a 
dummy variable equal to 1 for the ‘Research Assistants’ condition, 
‘Allow’ is a dummy variable equal to 1 for the ‘Allow’ condition, 
‘ResearchAssistants*Allow’ is the interaction term, and ‘ε’ is the 
random error term. Our dependent variable is a binary choice so we 
estimate the model as a probit. Since interaction terms are easier to 
interpret with linear regression coefficients, we report the OLS 
regression coefficients here. Probit model results are consistent 
with the OLS results. Both probit and OLS complete results are 
reported in Appendix B. 

Estimation of the model without the interaction term confirms the 
main effects of framing and objective risk (βAllow = 0.145, p<0.001; 
βResearchAssistants = 0.340, p<0.001). The model with the interaction 
term also shows a significant and positive coefficient on ‘Allow’ 
(βAllow = 0.242, p<0.001), indicating that framing has a significant 
effect on sharing decisions in the ‘Marketing Company’ condition. 
A significant and positive coefficient on ‘Research Assistants’ 
(βResearchAssistants = 0.440, p<0.001) indicates that the level of 
objective privacy risk affects decisions to share in the ‘Prohibit’ 
condition. The interaction term in this model is also statistically 
significant (βResearchAssistants*Allow = –0.197, p=0.009), confirming 
that the intensity of the framing effect is significantly smaller in the 
‘Research Assistants’ condition than in the ‘Marketing Company’ 
condition. Figure 1 shows these effects. 

This interaction effect provides evidence for the argument that the 
intensity of the framing effect depends on the level of risk that 
participants are faced with. When the risk of information sharing is 
low (such as sharing survey responses with research assistants) then 
framing effects may disappear, but they appear when the risk of 
information sharing is relatively higher (such as sharing survey 
responses with a marketing company). In addition, these results 
also suggest that an increase in objective privacy risk under the 
‘Allow’ frame leads to a smaller adjustment of sharing behavior, as 
compared to an equivalent increase in risk under the ‘Prohibit’ 
frame. This implies that, when privacy policies are framed in a 
positive way (as most current day privacy policies are), individuals 
may be less likely to adjust their sharing behavior to account for an 
increase in objective privacy risk, compared to cases when privacy 
policies are framed in a negative way. This result is important as 
companies frequently make changes to their privacy policies and 
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these changes often involve increasing the privacy risk for 
consumers. 

 

 

Figure 1. Percentages of participants willing to share their 
information in Study 1. 

 

4.3 Discussion 
The results from Study 1 provide evidence that framing nudges in 
privacy notices can influence disclosure decisions, but these effects 
are not universal across different levels of objective privacy risk. 
Positive frames such as ‘Allow’ make participants more likely to 
share their personal information when compared to negative frames 
such as ‘Prohibit’. But there may be credible levels of objective 
privacy risk at which individuals overcome the effect of framing, 
because the risk associated with sharing is perceived to be  too  low  
(such  as  sharing  survey  responses  with  research  assistants).  
When the objective privacy risk associated with sharing 
information is moderate (such as sharing with a marketing 
company), framing effects are more likely to occur. This result is 
consistent with previous research that showed framing effects tend 
to disappear when objective payoffs from a gamble are small [9, 
12, 13]. 

5. PRELIMINARY ANALYSIS 
Following Study 1, we conducted a set of additional studies to 
measure the level of perceived risk associated with sharing personal 
information with different entities. These studies gave us insight 
into the relative perceptions of risk associated with the two 
conditions tested in Study 1 as well as other conditions which we 
later tested in Study 2. 

5.1 Survey A 
Participants were recruited from Mechanical Turk for a study in 
which they would be asked for their opinions about a hypothetical 
scenario. Participants were asked to imagine that they were 
answering a survey about ethical behaviors on Mechanical Turk, 
which involved answering sensitive questions such as “Have you 

                                                                    

 
2 The differences between ‘Publicly Online’ and ‘On MTurk with 

Turk ID’ for all four variables are not statistically significant. All 
other differences are statistically significant at the 0.001 level.  

ever had a one-night stand?” They were then told that the 
researchers of that study first asked them whether they would be 
willing to share their information with a specific audience. We 
manipulated this audience between conditions, testing four 
different audiences: 1) research assistants, 2) marketing companies, 
3) publicly on the Internet, and 4) on Mechanical Turk forums (such 
as Turker Nation, MTurk Grind, MTurk Forum, etc.) along with 
their Mechanical Turk ID. The last condition was included in an 
attempt to increase the personal relevance of the decision for 
Mechanical Turk participants, as individuals on Mechanical Turk 
often use such forums to discuss pragmatic considerations about 
MTurk tasks such as pay rates or requesters’ reputations [5]. 
Arguably, they may care a significant amount about their reputation 
on these forums. As Mechanical Turk does not permit the collection 
of any personally identifiable information, we attempted to achieve 
quasi-identifiability by claiming that the responses would be shared 
along with participants’ Mechanical Turk ID. Next, participants 
were asked four questions, each on a 1–7 scale from ‘Not at all’ to 
‘Very much’: 1) how risky they thought it would be to share their 
survey responses with this audience, 2) how likely they would be 
to share their survey responses with this audience, 3) how 
comfortable they would be sharing their survey responses with this 
audience, and 4) how concerned they would be about sharing their 
survey responses with this audience. 

5.1.1 Results 
One thousand, two hundred seventy-nine participants (Mean Age = 
32.3; 55% Male) from Amazon Mechanical Turk completed this 
survey. As shown by the mean values reported in Table 1, 
participants did not think sharing their survey responses with 
research assistants was very risky. Sharing survey responses with 
marketing companies, publicly online, and on Mechanical Turk 
forums with Mechanical Turk IDs were perceived to be 
increasingly riskier scenarios, in that order.2 These results confirm 
the assumption made in Study 1, that the perceived risk of sharing 
survey responses with research assistant is very low risk while that 
of sharing survey responses with marketing companies is moderate. 

Table 1. Mean values of variables measured in Survey A. 

Dependent 
Variable 

Research 
Assistants 

Marketing 
Companies 

Publicly 
Online 

On MTurk 
with Turk ID 

Risky 2.46 3.75 4.32 4.44 

Likely 5.67 3.98 3.12 2.88 

Comfortable 5.37 4.11 3.32 3.22 

Concerned 2.60 3.84 4.56 4.53 
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5.2 Survey B 
Participants were recruited for a survey about information sharing 
preferences. Each participant was shown five scenarios, two of 
which involved sharing information with a hypothetical news 
website and three of which involved sharing survey responses to 
ethical behavior questions with a specific audience. Therefore, this 
study was conducted with a within-subjects design as opposed to 
the between-subjects design of Survey A. In the two scenarios 
involving the sharing of information with a hypothetical news 
website, participants were asked to imagine that they want to read 
an article on a news website but are faced with the decision to 
accept or reject the news website’s privacy policy before they can 
read the article. We tested participants’ opinions about two 
different amounts of personal information purportedly being 
collected by the news website. (These two scenarios are used in 
studies that are not reported in this paper.) The scenarios involving 
sharing survey responses with specific audiences were presented in 
the same way as in Survey A (by asking participants to imagine 
they are answering a survey about ethical behaviors). The three 
audiences tested in this survey were: 1) research assistants, 2) other 
research organizations, and 3) marketing companies. We asked 
participants how risky they thought it would be to share the 
information and how likely they would be to share it, on a 1–7 scale 
ranging from ‘Not at all’ to ‘Very much.’ The same two questions 
were used for the hypothetical news website scenarios as well, and 
the order of these two questions was randomized across 
participants. 

5.2.1 Results 
One hundred twenty participants (Mean Age = 34.3; 67% Male) 
from Amazon Mechanical Turk completed this study. As shown by 
the mean values reported in Table 2, sharing survey responses with 
research assistants, other research organizations, and marketing 
companies are perceived to be increasingly riskier scenarios, in that 
order.3 

Table 2. Mean values of variables measured in Survey B. 

Dependent 
Variable 

Research 
Assistants 

Other Research 
Organizations 

Marketing 
Companies 

Risky 2.53 3.24 4.03 

Likely 5.43 4.70 3.56 

 

6. STUDY 2 

6.1 Methods 
Based on the results of the surveys we designed the second study. 
In Study 2, we test framing effects at three different risk levels to 
get a better sense of how framing effects vary with risk. The design 
of this study is similar to that of Study 1, but instead of a 2-by-2 
design, we used a 2-by-3 design. Two objective privacy risk levels 
tested in this study are similar to the ones used Study 1: sharing 
with research assistants and sharing with marketing companies. 
The third risk level is sharing on Mechanical Turk forums (such as 
                                                                    

 
3  All differences are statistically significant at the 0.001 level. 

Turker Nation, MTurk Grind, MTurk Forum, etc.), along with their 
Mechanical Turk ID. The framing manipulation is implemented in 
the same way as in Study 1, by altering whether participants are 
asked to ‘Allow’ the sharing of their information or ‘Prohibit’ the 
sharing of their information. Just as in Study 1, participants were 
first informed that they were going to be asked sensitive questions. 
Then, they were asked for their sharing preferences (varying the 
scenarios in their framing and risk between conditions) and were 
subsequently asked the same ethical questions as used in the 
previous study. We include an additional question in this study that 
measures participants’ level of uncertainty with the sharing 
decision, using the uncertainty subscale from the Decision Conflict 
Scale [16]. This question is included to test whether participants’ 
level of uncertainty with the sharing decision varies in the same 
way as framing effects vary when objective risk is manipulated 
(i.e., more uncertainty correlates with larger framing effects). Such 
a result would provide support for the conjecture that framing 
effects only occur when individuals’ preferences are ambiguous, 
consistent with previous research [19]. Participants were debriefed 
at the end of the study. 

6.2 Results 
Nine hundred ninety-five individuals (Mean Age = 37.2; 47% 
Male) from Amazon Mechanical Turk completed Study 2. 
Participants in the ‘Allow’ condition were 43% more likely to share 
their responses when compared to those in the ‘Prohibit’ condition 
(73% vs. 51%, 𝟀2 (1) = 51.95, p<0.001). Furthermore, participants 
in the ‘Research Assistants’ condition were 64% more likely to 
share their responses when compared to those in the ‘Marketing 
Company’ condition (92% vs. 56%, 𝟀2 (1) = 109.26, p<0.001), and 
participants in the ‘Marketing Company’ condition were 37% more 
likely to share their responses when compared to those in the 
‘Mechanical Turk Forums’ condition (56% vs. 41%, 𝟀2 (1) = 
14.64, p<0.001). Therefore, we observe the main effects of framing 
and risk. 

Looking at the three objective privacy risk conditions individually, 
we find a significant effect of framing at all three risk levels 
(‘Research Assistants’ condition: 96% vs. 87%, 𝟀2 (1) = 7.84, 
p=0.005; ‘Marketing Company’ condition: 67% vs. 44%, 𝟀2 (1) = 
17.42, p<0.001; ‘Mechanical Turk Forums’ condition: 58% vs. 
22%, 𝟀2 (1) = 45.11, p<0.001). The relative size of the framing 
effect increases as risk increases (Cohen’s d for ‘Research 
Assistants’ condition = 0.31; Cohen’s d for ‘Marketing Company’ 
condition = 0.47; Cohen’s d for ‘Mechanical Turk Forums’ 
condition = 0.78). Therefore, we find that when objective risk from 
disclosure is low, our framing manipulation has a smaller impact 
on sharing decisions, but as the objective risk increases, the effect 
of our framing manipulation also increases. It is important to note 
that even the highest level of risk tested in this study (‘Mechanical 
Turk Forums’) is perceived to be ‘moderate’, as shown by the mean 
value of perceived risk in Survey A (mean perceived risk for 
‘Mechanical Turk Forums’ = 4.44 on a 1–7 scale). So, the 
increasing trend in the size of framing effects is observed when risk 
increases from low to moderate levels. We do not know how 
framing effects may vary when the perceived risk increases beyond 
moderate levels to high levels. 
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Figure 2. Percentages of participants willing to share their 
information in Study 2. 

Estimation of the model as in Study 1 without the interaction term 
(coding the risk variable as ‘0’ for ‘Research Assistants’, ‘1’ for 
‘Marketing Companies’, and ‘2’ for ‘Mechanical Turk Forums’) 
confirms the main effects of framing and objective risk (βAllow = 
0.226, p<0.001; βRisk = –0.255, p<0.001). The model with the 
interaction term also shows a significant and positive coefficient on 
‘Allow’ (βAllow = 0.087, p=0.039), indicating that framing has a 
significant effect on sharing decisions in the ‘Research Assistants’ 
condition. A significant and negative coefficient on ‘Risk’ (βRisk = 
–0.325, p<0.001) indicates that the level of risk affects decisions to 
share in the ‘Prohibit’ condition (increasing risk decreases 
willingness to share). The interaction term in this model is also 
statistically significant (βRisk*Allow = 0.137, p<0.001), confirming 
that the intensity of the framing effect significantly changes as risk 
is varied. The positive coefficient on the interaction term confirms 
that the size of the framing effect increases as the level of risk 
increases. Figure 2 shows these effects graphically. 

Next, we analyze how participants’ uncertainty varies with 
objective risk, to see if uncertainty can explain the increase in the 
size of framing effects as risk increases. The three items in the 
uncertainty subscale of the Decisional Conflict Scale [16] show 
high reliability (Cronbach’s alpha = 0.927) so we follow the 
instructions provided by O’Connor [17] to code the 1–5 scale (from 
‘strongly agree’ to ‘strongly disagree’) as 0–4, then average the 
three items and multiply the averaged value by 25. The final score 
ranges from 0 (participant feels extremely certain about the best 
choice for them) to 100 (participant feels extremely uncertain about 
the best choice for them). The uncertainty values do not vary 
significantly with risk (βRisk = 0.318, p=0.715). The mean 
uncertainty values across the three risk conditions do not show an 
increasing trend (mean uncertainty value for ‘Research Assistants’ 
condition = 21.67; mean uncertainty value for ‘Marketing 
Companies’ condition = 24.47; mean uncertainty value for 
‘Mechanical Turk Forums’ condition = 22.33). This suggests that 
the level of uncertainty, as measured by the uncertainty subscale of 
the Decisional Conflict Scale, cannot explain the increase in size of 
framing effects as risk increases. 

6.3 Discussion 
The results from Study 2 confirm an increasing trend in the size of 
framing effects as objective privacy risk increases. We find a small 
but significant effect of framing on sharing decisions when 
perceived risk is low (such as sharing with research assistants). The 

size of the framing effect increases as risk is increased to moderate 
levels (such as sharing on Mechanical Turk Forums along with 
Mechanical Turk ID).  

These results are particularly important from a policy perspective 
as they suggest that regulators should work towards more nuanced 
requirements in terms of how privacy notices ought to be framed. 
Individuals’ propensity to framing effects varies considerably with 
objective risk. A single set of blanket requirements for all websites 
(irrespective of the amount of privacy risk consumers face from 
sharing information) may not be sufficient to protect consumers’ 
privacy. For instance, websites that merely collect users’ IP 
addresses versus those that collect web browsing and purchase 
behaviors should not be subject to the same regulations. Our results 
suggest that the latter category of websites may be more capable of 
nudging consumers’ sharing decisions by using framing nudges, 
and therefore should be held to higher standards by policy makers. 
While it is challenging to present information in a truly “neutral” 
frame, further work should investigate solutions to mitigate the 
privacy risk faced by consumers, especially in situations with 
moderate objective risk. 

It is important to discuss the limitations of this study. First, the 
highest level of objective privacy risk tested in this study (sharing 
on Mechanical Turk Forums along with Mechanical Turk ID) is 
only perceived to be moderately risky by our participants. So, the 
observed increasing trend in framing effects can only be claimed to 
occur when risk increases from low to moderate levels. While we 
do not know for sure how framing effects would vary when risk is 
increased from moderate to high levels, we suspect that framing 
effects may decrease at very high levels of risk. Second, this study 
also attempted to test whether participants’ level of uncertainty can 
explain the increase in size of framing effects as risk is increased. 
We could not find evidence for this, as uncertainty did not vary 
significantly across the different risk levels. Further research is 
required to better understand why framing effects increase when 
objective risk is increased from low to moderate levels. 

7. CONCLUSION 
In two experiments, we studied the influence of a framing nudge 
that may be used in privacy notices to influence individuals’ 
willingness to disclose personal information. We found that the 
manner in which privacy notices are framed has a significant 
impact on individuals’ disclosure decisions. Consistent with our 
hypotheses, notices that use the ‘Prohibit’ frame reduce the 
likelihood that individuals will share their information as compared 
to notices that use the ‘Allow’ frame. However, and importantly, 
we also found that the intensity of this framing effect is small when 
objective privacy risk from disclosure is small, and it increases as 
the objective privacy risk increases to moderate levels. 

These findings have implications for the design of privacy policies 
that can empower consumers to face the tradeoffs between privacy 
risks and the benefits associated with data sharing. Specifically, our 
results strengthen the notion that simply providing consumers with 
notice and choice may not be sufficient mechanisms to serve the 
goal of consumer privacy protection. The manner in which notice 
and choice are framed is also important as companies may use 
framing nudges to impact individuals’ sharing decision. Our results 
also assist in guiding the attention of organizations and policy 
makers towards cases where individuals might be most susceptible 
to framing nudges, specifically when the objective privacy risks are 
moderate. Owing to the substantially different intensities of 
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framing effects observed at different objective privacy risk levels, 
it appears that a blanket policy for all websites, irrespective of the 
amount of privacy risk consumers face from sharing information 
with the site, may not be sufficient to protect consumers’ privacy. 
Companies and policy makers may consider more nuanced sets of 
rules concerning how privacy policies should be framed, keeping 
in mind the level of privacy risks put forward by different websites. 
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APPENDICES 
A. Appendix A 
Questions used in Study 2 (from Acquisti et al., 2012): 

1. Have you ever had sex with the current husband, wife, or partner 
of a friend? 

2. Have you ever masturbated at work or in a public restroom? 

3. Have you ever had a fantasy of doing something terrible (e.g., 
torturing) to someone? 

4. Have you ever fantasized about having violent non-consensual 
sex with someone? 

5. Have you ever, while an adult, had sexual desires for a minor? 
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6. Have you ever neglected to tell a partner about a sexually 
transmitted disease from which you were suffering? 

7. Have you ever had sex with someone who was too drunk to know 
what they were doing? 

8. Have you ever stolen anything that did not belong to you? 

9. Have you ever tried to gain access to someone else's (e.g., a 
partner, friend, or colleague's) email account? 

10. Have you ever looked at pornographic material? 

 

B. Appendix B 
OLS regression coefficients for sharing choice in Study 1 

 (1) 

Share 

(2) 

Share 

(3) 

Share 

ResearchAssistants 					0.340*** 

(0.038) 

					0.439*** 

(0.058) 

					0.441*** 

(0.058) 

Allow 					0.145*** 

(0.038) 

				0.242*** 

(0.069) 

						
0.246*** 

(0.068) 

ResearchAssistants	
*Allow 

 				–
0.197*** 

(0.075) 

			–0.194** 

(0.075) 

Male   –0.048 

(0.038) 

Age   				0.004** 

(0.002) 

Constant 					0.544*** 

(0.041) 

						
0.495*** 

(0.052) 

					0.381*** 

(0.	082) 

*p<0.10; **p<0.05; ***p<0.01 
Standard errors in brackets 

Probit results for sharing choice in Study 1 
 (1) 

Share 

Average	Marginal	Effects 

ResearchAssistants 					0.339*** 

(0.037) 

Allow 					0.143*** 

(0.037) 

ResearchAssistants	*Allow 

[Cross-partial	derivative] 

			–0.197*** 

(0.075) 

*p<0.10; **p<0.05; ***p<0.01 
Standard errors in brackets 

OLS regression coefficients for sharing choice in Study 2 
 (1) 

Share 

(2) 

Share 

(3) 

Share 

Risk 				–0.255*** 

(0.016) 

					–0.325*** 

(0.023) 

					–0.325*** 

(0.023) 

Allow 					0.226*** 

(0.027) 

				0.087** 

(0.042) 

				0.092** 

(0.042) 

Risk	*Allow  						0.137*** 

(0.033) 

			0.133*** 

(0.033) 

Male   0.052* 

(0.027) 

Age   	–0.002* 

(0.001) 

Constant 					0.765*** 

(0.025) 

						0.835*** 

(0.030) 

					0.845*** 

(0.	040) 

*p<0.10; **p<0.05; ***p<0.01 
Standard errors in brackets 

 

Probit results for sharing choice in Study 2 
 (1) 

Share 

Average	Marginal	Effects 

Risk 					–0.240*** 

(0.012) 

Allow 					0.217*** 

(0.025) 

Risk*Allow 

[Cross-partial	derivative] 

			0.098*** 

(0.042) 

*p<0.10; **p<0.05; ***p<0.01 
Standard errors in brackets 
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ABSTRACT
Proper use of an anonymity system requires adequate un-
derstanding of how it functions. Yet, there is surprisingly
little research that looks into user understanding and usage
of anonymity software. Improper use stemming from a lack
of sufficient knowledge of the system has the potential to
lead to deanonymization, which may hold severe personal
consequences for the user. We report on the understand-
ing and the use of the Tor anonymity system. Via semi-
structured interviews with 17 individuals (6 experts and 11
non-experts) we found that experts and non-experts view,
understand, and use Tor in notably different ways. More-
over, both groups exhibit behavior as well as gaps in un-
derstanding that could potentially compromise anonymity.
Based on these findings, we provide several suggestions for
improving the user experience of Tor to facilitate better user
understanding of its operation, threat model, and limita-
tions.

1. INTRODUCTION
In the past, it was often sufficient to exclude one’s name
from an interaction to protect one’s identity. The informa-
tion age, however, requires more advanced means to achieve
anonymity [21]. Many anonymity systems have risen to meet
that demand. These anonymity systems play a vital role in
the lives of society’s important actors, such as journalists,
activists, dissidents, law enforcement agents, and individuals
for whom the disclosure of identity could lead to severe con-
sequences. Further, these systems provide a means to assert
important civil liberties, such as privacy, freedom of expres-
sion, etc. In fact, the use of such tools by the general popula-
tion has experienced a large rise1 in the aftermath of Edward
Snowden’s revelations of mass surveillance activities of the
National Security Agency (NSA). However, incorrect use of
these systems can lead to deanonymization which, in turn,

1https://metrics.torproject.org
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can lead to a variety of consequences, ranging from slight
embarrassment to imprisonment and, in extreme circum-
stances, death. Additionally, the strength of the anonymity
system depends on the number of indistinguishable users [3].
As a result, when a user deanonymizes him- or herself, he
or she weakens the strength of the anonymity network as a
whole. Proper understanding and use of anonymity tools,
therefore, play an important role in ensuring accurate and ef-
fective achievement of anonymity via the system. Yet, there
has been surprisingly little research that looks into how users
understand and conceptualize the underlying operation of
these systems. We aim to address this gap.

Though many anonymity systems with different technical
details and threat models [2, 34] exist, currently the most
popular anonymity system is Tor [4]. Tor is a low-latency
network that provides anonymity when performing tasks
such as Web browsing. It works using the concept of onion
routing [8], which routes traffic through multiple volunteer-
run nodes, removing a layer of encryption at each node. By
default, the number of nodes is set to three, which is the
minimum number of nodes required to achieve anonymity.
With a circuit of three or more hops, each node knows the
identities of only the immediate predecessor and successor.
As a result, no node knows both the source and the destina-
tion of a message. When the traffic arrives at the last node,
or the ‘exit node,’ the plain text of the message is forwarded
to the destination. In addition, Tor provides support for
Onion Services,2 which allow a server and a client to con-
tact each other without knowing each other’s IP addresses.

Tor is used globally by a wide variety of people. Accord-
ing to estimates by the Tor Project, Tor averages around
1,750,000–2,000,000 unique users each day from all around
the world.1 Many of these individuals are located in nations
with oppressive regimes. For instance, recent estimates of
Tor usage show that between June and August 2016, daily
number of users of Tor in Iran ranged from 10,500–12,000.1

Individuals based in such countries use Tor to access infor-
mation from sources forbidden or censored by their nations
and to pass along information about abuses of their govern-
ments to parties who can publish it without fear of retribu-
tion. Additionally, the Tor network provides the underlying
platform for chat programs, such as ricochet,3 and file shar-

2Onion Services were previously referred to as Hidden Ser-
vices, a term still used by some users.
3https://ricochet.im
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ing programs, such as SecureDrop,4 that allow journalists to
communicate with sources confidentially and anonymously.
As mentioned earlier, Tor is used by ordinary citizens seek-
ing to escape ubiquitous surveillance [26] and censorship.
Therefore, inaccurate use of Tor that leads to deanonymiza-
tion holds potential for great individual and societal harm.

Due to its popularity and importance as an anonymity tool,
we focused on Tor to investigate people’s use of anonymity
systems along with their understanding of the threat model
and system operation. Specifically, we addressed the follow-
ing research questions:

1. Why do people use Tor?

2. How well do users understand the underlying operation
of the Tor system?

We tackled the above research questions by conducting semi-
structured interviews with a diverse sample of 17 Tor users.
Based on an analysis of the interview responses, we make
the following contributions:

• We describe user perceptions and practices regarding Tor,
an anonymity tool of growing individual and societal im-
portance.

• We uncover and describe important differences in how ex-
perts and non-experts understand and conceptualize Tor.
Specifically, we show that gaps and inaccuracies in non-
expert understanding of the operation and threat model
of Tor could lead to a sense of more or less privacy and
security than is actually the case.

• We suggest solutions that can improve the Tor user expe-
rience and boost adoption by non-experts, many of whom
are in vulnerable situations and/or serve as society’s im-
portant actors.

In the next section, we summarize prior research on the us-
ability of Tor as well as that of privacy and security tools,
in general. We then outline the method we used to conduct
our study along with the details of participant recruitment
and a description of the sample. Next, we describe our find-
ings followed by a discussion of the insight that emerged.
We proceed to apply the insight to suggest a number of po-
tential improvements to Tor and other related aspects. We
conclude after pointing out important limitations and av-
enues for future work.

2. RELATED WORK
There is a vast body of work on the technical aspects of Tor,
such as attacks, defenses, case studies, etc. [10,11,27,33]. In
contrast, our focus is on Tor users and their user experi-
ence. In this regard, we first present existing research that
specifically targets the user experience of Tor, followed by a
summary of the literature on user experience considerations
in privacy and security tools, in general. We highlight the
lack of research attention to studying Tor users and their
motivations and practices.

2.1 User Experience of Tor
As Dingledine and Mathewson [3] observed, user-centered
security [35] is important for anonymity systems since im-
proving the user experience attracts more users, which
strengthens the network as a whole. To this end, studies

4https://securedrop.org

of the user experience of Tor have covered software and net-
work operation, user interface, and external factors.

One of the first studies regarding the user experience of
anonymity systems introduced latency ‘shocks’ into the
anonymity network ‘AN.ON’ over a one month period. A
latency shock occurred every 105 minutes and lasted 15 min-
utes [15]. The results showed that the number of users who
leave an anonymity network because of latency is linearly
related to the amount of latency, for latency periods last-
ing less than 60 seconds. Fabian et al. [6] applied metrics
from the literature to investigate and quantify such losses
in usability caused by the latency within the Tor network.
When compared with direct connections, they found that
the median load time for a Web page over Tor was 5 times
higher and Domain Name System (DNS) requests were 40
times slower. Based on these measurements, they postulated
a request cancellation rate of 74%, leading to potential user
frustration when using Tor. Given the negative impact of la-
tency on the user experience, understanding and fixing the
causes of latency within the Tor network is an important
ongoing concern of Tor developers [5].

Other studies have examined the user experience of the var-
ious user interface elements of Tor. Clark et al. [1] per-
formed a cognitive walkthrough of four configurations of the
Tor software, performing four tasks in each of the configu-
rations. They proposed user interface changes based on the
difficulties encountered in completing the tasks. Norcie et
al. [23] tried to identify the challenges experienced by indi-
viduals in adopting and using Tor, beginning with the step
of installing the software. Their study of 25 undergraduates
found that 64% of the participants faced various problems
in installing and using the Tor Browser Bundle to perform
the given tasks. These problems included difficulties finding
and downloading the installation program, issues with de-
compressing the installation file, confusion in distinguishing
between the Tor Browser Bundle and Firefox, latency, etc.
In a follow-up study, Norcie et al. [22] evaluated the effec-
tiveness of their proposed interface solutions aimed at fixing
the problems uncovered in their initial study. They found
statistically significant usability improvement in the case of
most issues. Similarly, Lee et al. [17] examined the usability
of the Tor Launcher that configures Tor connections. They
found that the Tor Launcher interface required users to un-
derstand technical terms and did not provide appropriate
and adequate feedback, thus leading to frustration and er-
rors. They further showed that interface changes to the Tor
Launcher were effective in addressing these challenges.

In a different vein, Khattak et al. [14] investigated how the
Tor user experience is affected by the actions of external par-
ties. Specifically, they looked at how Tor users are treated
at the application as well as the network layer. They discov-
ered that 1.3 million IPv4 addresses and 3.67% of the Alexa
top 1,000 websites offered degraded services to Tor users or
blocked them altogether.

2.2 User Experience of Privacy and Security
Tools
At a more general level, researchers have devoted attention
to the user experience of various commonly used privacy
and security tools and mechanisms. We highlight the most
salient findings in this domain pertaining to expert and non-

386    Thirteenth Symposium on Usable Privacy and Security USENIX Association



expert understanding and behaviors.

Leon et al. [18] studied 9 tools designed to limit or prevent
online behavioral advertising and found significant usability
problems in all of them, making it difficult, if not impossi-
ble, for users to make meaningful opt-out choices. Wash [31]
and Wash and Rader [32] described variations in user men-
tal models regarding viruses and hackers and explained that
user decisions to follow security guidance from domain ex-
perts were influenced by the specifics of these mental mod-
els. Ion et al. [9] found that security non-experts deferred
or ignored installing software updates, did not employ two-
factor authentication, and did not use a password manager.
They suggest that better messaging and usability are re-
quired to address the lack of adoption of common security
tools. Similarly, Kang et al. [12] reported large differences in
the complexity of the mental models of tech savvy partici-
pants and others. Yet, they found no link between technical
knowledge and attempts to control online privacy. McGre-
gor et al. [20] focused on journalists, a user group that often
encounters situations that require anonymity, for sources as
well as themselves. Journalists from the US and France indi-
cated resorting to ad-hoc security approaches due to the lack
of comprehensive and usable tools and reported difficulties
in authenticating sources using existing tools.

2.3 Tor Users
While several of the studies mentioned above focused on the
Tor system, very few of them attempted to understand Tor
users. McCoy et al. [19] analyzed the traffic from an entry
guard and an exit node under their control and found that a
disproportionate number of users of the Tor network hailed
from Germany, Turkey, and Italy. Additionally, they un-
covered that notable amounts of sensitive information was
sent as plain text over insecure protocols. In contrast to
such indirect indicators of Tor user practices, we present
accounts of Tor use obtained directly from the users them-
selves. Additionally, we discuss user motivations for adopt-
ing Tor and describe user understanding of Tor operation
and threat model.

A recent survey reported that 34% of a sample of American
adults who were aware of government surveillance programs
took steps toward protecting their online information from
the government [24]. Yet, only 2 of these people reported
using anonymity software such as Tor, highlighting the huge
gap between the expressed need for anonymity systems and
their adoption in practice. Based on interviews of 17 current
Tor users, we suggest user experience improvements that
could help broaden its adoption.

3. METHOD
To address our research questions, we conducted semi-
structured interviews with individuals who reported using
Tor. The subsections below describe how we recruited par-
ticipants and provide the details of our study protocol. The
protocol was approved by New York University’s Institu-
tional Review Board (IRB).

3.1 Recruitment
Recruiting Tor users for such a study is difficult because
only a small proportion of the population uses Tor. More-
over, Tor users are likely privacy conscious and, as a result,
may be unwilling to discuss their attitudes and behaviors,

especially pertaining to their use of Tor. Therefore, we cast
a wide net and utilized multiple channels to seek study par-
ticipants. Such an approach was also aimed at increasing
the diversity of the sample. Specifically, we advertised the
study on the Tor community of Reddit,5 the ‘Et Cetera Jobs’
category of Craigslist for the New York City area, and mail-
ing lists and bulletin boards at New York University. When
describing the study on Reddit’s Tor community and at the
university, we mentioned that the research was regarding
Tor. In contrast, on Craigslist, we stated that we were study-
ing software use, without specifying our focus on Tor. This
dual strategy was adopted partially to overcome the diffi-
culties of attracting Reddit and university participants for a
general software study and partially to include participants
with varying levels of familiarity and experience with Tor.
Our Craigslist advertisement directed potential participants
to a brief online screening questionnaire (see Appendix A).
Along with age, gender, and email address, the question-
naire asked about the use of 14 technologies and online ser-
vices, with ‘anonymization software’ as one of the options
in the randomly ordered list. Those who indicated using
anonymization software were contacted to ask if they had
ever used Tor.

3.2 Participants
We set up interviews with the individuals who reported hav-
ing used Tor and expressed willingness to participate in the
study. Overall, we interviewed 17 participants (5, 2, and
10 via Reddit, university channels, and Craigslist, respec-
tively): 10 males, 5 females and 2 who preferred not to
reveal their gender. Apart from ensuring that each par-
ticipant was above the age of 18, we did not collect age in-
formation in order to respect the privacy and anonymity of
the participants.6 Participant occupations covered a spec-
trum of technical sophistication from penetration tester to
fitness trainer. As a token of appreciation for participating
in the study, we offered each participant a $20 gift card for
Starbucks. Many participants declined the reward, likely to
preserve their anonymity.

3.3 Study Protocol
Prior to participation, we provided the participants with in-
formation on the purpose of the study along with the proce-
dures followed for handling the collected data. Specifically,
we stated that we would not collect any personally identifi-
able information and would treat all responses as anonymous
and confidential.

After obtaining informed consent for participation (and op-
tionally for audio recording the conversation), we inter-
viewed the participants one-on-one using a semi-structured
interview protocol (see Appendix B). When possible, inter-
views with the participants local to the New York City area
were conducted in person at New York University. Others
were interviewed via phone or conferencing software, with
the exception of one participant interviewed via email7 and

5https://reddit.com/r/Tor
6Based on the responses to the screening questionnaire and
our interactions with the participants, we estimate the age
range to be 21–50.
7The questions were sent to the participant in an initial
email, with subsequent emails used to ask follow-up ques-
tions as necessary.
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Tasks
Internet Service

Provider
Government and
Law Enforcement

Target Web site
or Service

Advertising
Networks

Browsing a
Web site

Can see one
is using Tor

Can potentially see
one is using Tor

Can see some Tor user
is visiting the site

Can see some Tor user
is visiting the site

Reading email
Can see one
is using Tor

Can potentially see
one is using Tor

Can access identity
and data, but not IP

Can see some Tor user
is visiting the site

Receiving an
advertisement

Can see one
is using Tor

Can potentially see
one is using Tor

Can see some Tor user
is visiting the site

Can see some Tor user
is visiting the site

Table 1: An empty version of the above table was presented to the participants during the interview. Participants were
instructed to fill out the cells indicating which information about them they believed the corresponding entities could access
when they performed the listed tasks with the Tor Browser Bundle. The above table shows the correct answers derived from
the Tor Project documentation [30].

two others interviewed using a text chat program.8 The first
author conducted all interviews.

Each interview consisted of several open-ended questions.
At the beginning, the participants were asked general ques-
tions about their occupation to make them feel at ease and
establish rapport. After the introductory questions, the in-
terview delved into the participants’ use of Tor, beginning
with how they discovered Tor and covering the details of
why, where, when, and how they used Tor. We further asked
the participants to describe their understanding of how Tor
works.

For an elicitation of the participants’ understanding of the
underlying operation of Tor, we asked them to engage in a
drawing task as suggested by Kearney et al. [13]. Specifi-
cally, we asked the participants to draw a free-form sketch of
their views and understanding of Tor, including its various
front- and back-end (i.e., visible and invisible) components,
processes, and actors. We stated that the sketches may in-
clude information about data flows and access controls. As
they drew, the participants were encouraged to vocalize their
thoughts in order to allow the collection and comprehension
of the corresponding detail. Those who were interviewed
via phone, conferencing, chat, or email were asked to send
a picture of the drawing to the interviewer. When needed,
we sought clarification and asked follow-up questions during
the task. All drawings were retained for analysis.

We next asked the participants to fill out a table to cap-
ture their awareness of the threats countered by Tor (see
Table 1). The table included a set of tasks along with var-
ious entities involved in those tasks. The participants were
asked to indicate which pieces of information each of these
entities could access when they used the Tor Browser Bun-
dle to carry out each of the listed tasks. We encouraged the
participants to think aloud when filling out the table. These
answers, coupled with the responses to the other questions,
allowed us to determine the participants’ understandings of
the potential deanonymization risks.

At the end, we asked the participants about the societal
role of privacy tools, specifically in relation to contempo-
rary national security debates and discussions in the US and
Europe. We concluded the interviews with a brief multiple-
choice questionnaire that used 5 questions on cybersecurity
and anonymity taken from the ‘Technical Knowledge of Pri-

8These participants did not wish to reveal their voice and
demanded a text communication channel with end-to-end
encryption.

vacy Tools Scale’ from Kang et al. [12]. We chose this scale
due to its topical relevance as well as short length. Par-
ticipants who provided no more than one incorrect answer
were marked as ‘experts’ with the remaining labeled ‘non-
experts.’ These cutoffs were determined based on prior pi-
lot testing with privacy and cybersecurity domain experts.
Overall, 6 of our participants were classified as experts and
the other 11 were treated as non-experts.

Most interviews lasted approximately 45 minutes. For the
interviews that were audio recorded, the audio files were
labeled with an anonymous identifier and destroyed after
transcription. We analyzed the text of the interview re-
sponses along with the corresponding interviewer notes and
the sketches collected during the drawing task. We followed
an inductive process, allowing insight to emerge from the
collected data. In order to avoid biasing the inductive analy-
sis, we deferred a systematic review of the literature related
to mental models of security and privacy tools until after
the analysis was completed. The analysis included iterative
open coding, axial coding, and selective coding [7] using the
Atlas.ti software.

The first author began the three stages of coding – open,
axial, and selective – right after the first interview. The
coding proceeded continuously as the interviews were being
conducted. During open coding, the text was coded sen-
tence by sentence. Codes were created from the data with
no initial hypotheses. For example, the sentence “curiosity;
I heard a lot of different things about it and was wonder-
ing how it works” was labeled with the code ‘being curious.’
Axial coding examined the collection of codes generated by
open coding and grouped related codes into categories. For
instance, the codes ‘feeling less watched,’ ‘feeling at ease,’
‘evading surveillance,’ and a few others were categorized un-
der ‘benefits derived from Tor use.’ We further examined
how frequently codes were mentioned together. Finally, in
selective coding, the interactions between the categories and
the codes were analyzed qualitatively and, to a smaller ex-
tent, quantitatively. The following sections describe the high
level insight regarding user perceptions and understandings
of Tor that emerged from the analysis.

4. FINDINGS
Unsurprisingly, we found notable and large differences be-
tween the experts and the non-experts in terms of under-
standing of the operation of Tor as well as the threat it
counters. The experts exhibited deep knowledge of Tor’s un-
derlying operation while the views of the non-experts were
simple and abstract. Notably, not all experts were free of
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gaps in knowledge that could potentially affect anonymity
during Tor use. Interestingly, the experts focused on the
technical details of Tor operation, while the non-experts were
much more likely to situate Tor within a broader sociotech-
nical landscape of purposes, actors, and values. We unpack
these results by discussing the details of the participants’
understanding of Tor operation and threat model, respec-
tively.

4.1 Mental Models of Tor Operation
As mentioned above, we uncovered differences in the mental
models of the experts and the non-experts pertaining to how
Tor operates as a system. However, within each of the two
participant groups, the models exhibited common threads.

4.1.1 Experts View Tor as a Complex Network
The experts understood Tor as a complex decentralized net-
work used to move packets of information from one node to
another. When describing how Tor works, the experts fo-
cused on network related aspects, such as connections, paths
between Tor nodes, routing, etc., along with technical de-
tails, such as encryption layers. For example, one expert
discussed the evolution in his understanding of Tor opera-
tion using the technical jargon of computer networks:

“When I started off I understood [Tor] pretty crudely as just
kind of a way to get past state firewalls and to hide your
identity from Web sites you are visiting. As I continued to
use it, it’s really good for NAT [Network Address Transla-
tion] traversal for example. Like, if you want to host a Web
site from your home address and you’re behind NAT, a Tor
hidden service is a great way to give you that kind of access.”
(P8, Expert, Male)

Typically, the experts viewed the Tor network as composed
of three elements: a sender, a receiver, and a path of decen-
tralized nodes connecting the sender and the receiver. More-
over, they frequently referred to themselves as the sender
who uses the network of Tor nodes to send messages to var-
ious receivers. For example, consider expert P10’s sketches
of Tor operation; he drew two diagrams, one depicting a
connection from himself to a ‘clearnet’ site (see Figure 1)
and another showing his connection to a Tor Onion Service
(see Figure 2). In the first drawing, P10 indicated how re-
lay information is loaded (including the possibility of a Tor
bridge with obfuscation). The bottom half of the drawing
shows that the traffic between the client (User) and the exit
relay (Exit Node) is encrypted (green) and the traffic be-
tween the exit relay (Exit Node) and the Web site (Clearnet
Site) is potentially unencrypted (red). In the second draw-
ing, P10 showed the role of Tor Onion Service Directories,
Rendezvous Points, and Introduction Points in connecting
to a Tor Onion Service (Hidden Service). These drawings
and descriptions present a mental model of the Tor network
that demonstrates an understanding of the Tor system ar-
chitecture akin to that of a Tor developer or researcher.

Other experts described Tor operation in varying levels of
detail, with P10’s being the most descriptive and complete.
Despite differences in the level of completeness of the de-
scriptions, all elicitations of the experts referred to the de-
centralized network nature of the Tor system architecture
along with the role played by onion routing and encryption
in the operation of Tor. For instance, the experts discussed
the workings of Tor in terms of technical mechanisms, such

Figure 1: An expert’s sketch of Tor’s connection to a ‘clear-
net’ Web site. (P10, Expert, Male)

Figure 2: An expert’s sketch of Tor’s connection to a Tor
Onion Service (Hidden Service). (P10, Expert, Male)

as traffic obfuscation techniques, anti-tracking measures, la-
tency reduction solutions, etc.

4.1.2 Non-experts Treat Tor as a Service
Seven of our non-experts began using Tor out of curiosity.
This curiosity took different forms, with four curious about
the ‘Deep Web’ and controversial hidden services and others
about the ability to surf anonymously or bypass censorship.
Similar to the experts, the non-experts viewed themselves
as information senders within the Tor system. However, un-
like the experts, the non-experts often treated several key
components of Tor’s network based architecture as an ab-
stract and opaque ‘black box’ with certain inputs and out-
puts. Specifically, we noted that the non-experts tended to
treat Tor as a ‘service.’ They described calling upon the Tor
service to perform specific functions, such as “bouncing sig-
nals” (P3, Non-expert, Male) or “providing security” (P11,
Non-expert, Male). For instance, non-expert P17 drew his
model of Tor as a service that provides a “new me,” obscur-
ing his identity from those he is connecting to (see Figure 3).
Additionally, Figure 3 reveals that the non-experts often
mistakenly understood the Tor ‘service’ as centralized, with
an administrator watching over and controlling the opera-
tion of individual Tor nodes. Only one non-expert correctly
mentioned the decentralized nature of Tor nodes.

Different non-experts believed that the Tor service per-
formed different functions; some said it provided security,
others mentioned it made them anonymous, and still others
stated it granted them access to previously inaccessible sites
and resources. These functions were seen as enabling Tor to
help the user achieve specific goals and tasks. These included
tasks such as visiting sites that the participant wished to
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Figure 3: One non-expert’s sketch describing Tor as a ser-
vice with an administrative section watching over its inner
workings. (P17, Non-expert, Male)

conceal from the spouse, accessing geographically restricted
content, circumventing content restrictions of filters and fire-
walls, etc.

While all non-experts described Tor as an abstract service,
some descriptions exhibited more technical sophistication
than others. For example, one participant mentioned that
Tor may assign a new IP address, showing some understand-
ing of the role of an IP address as an identifier.

“And then like IP address . . . I don’t know . . . does Tor jum-
ble up your IP? Maybe, perhaps it does, perhaps it doesn’t.
Perhaps it gives you a new IP.” (P2, Non-expert, Female)

Three non-experts mentioned cryptography, even though
they did not understand the role it played in the opera-
tion of Tor. Two non-experts mentioned ‘signal bouncing’
without explaining how it was accomplished.

“Like, the signal gets split up among other things, that would
be cool if that happens, not too sure how that works, but I
don’t have an extensive knowledge of that.” (P2, Non-expert,
Female)

“As far as I’m aware the way it works is it bounces your
signal around a lot . . . To various countries and such.” (P3,
Non-expert, Male)

It should be noted that there was a large degree of uncer-
tainty among the non-experts about their understanding of
the operation of Tor. While some non-experts were con-
fident in their answers, five seemed unsure that their un-
derstanding was accurate or complete. For instance, when
P2 was asked to clarify her idea that Tor performs “signal
dispersion,” she replied that it works with “cryptography,”
admitting that she did not know what that meant, indi-
cating confusion between terminology and operation. Other
non-experts simply stated that they did not understand how
Tor worked, but knew that it did.

“It’s one of those things where I know it works, it exists.”
(P9, Non-expert, Female)

Five non-experts described their understanding of Tor op-
eration through metaphors. For example, one non-expert

Figure 4: One non-expert’s sketch depicting Tor as the Tree
of Knowledge. (P9, Non-expert, Female)

stated that it worked just like a faucet: “if one turns the
handle, the water appears” (P9, Non-expert, Female). P11
clarified his sketch of Tor by equating it with Fort Knox,
through which his traffic passed in order to become secure.
This demonstrates his conception of Tor as a central service
meant to secure, rather than anonymize, his traffic.

“Let’s say I am like a circle. I am a circle on the left side.
Inside of the circle I have for example, let’s say I have my
laptop and this for example would be down, hanging down.
And on this it says it’s my computer or it’s my laptop. So
that’s on the left side and above that for example you can
put any human picture and I give it a face. In the middle
for example you will have a wall like Fort Knox and that
would be in the middle obviously with no face because . . . it’s
not human and on the right side it is also a circle and that
would be another computer with another human face.” (P11,
Non-expert, Male)

Many metaphors utilized by the non-experts described the
ideologies and the values that the participants believed Tor
stands for. For instance, P14 referred to Tor as the Statue
of Liberty, bringing liberty to those who use it.

“Yes, the Statue of Liberty on Ellis Island. So just to de-
scribe to you we can probably explain it as giving us liberty
to watch what I need, you know, and so at the same time
[providing] freedom.” (P14, Non-expert, Male)

Another example is a non-expert drawing Tor as the Tree
of Knowledge (Figure 4), granting access to many different
branches of knowledge.

“Tor ties in with the Tree of Knowledge for the simple rea-
son that it’s one of the best forms of confronting knowledge.
Because there’s no filters really on Tor.” (P9, Non-expert,
Female)

Apart from underscoring the non-expert treatment of Tor as
a service, these metaphors also reveal that the non-experts
often viewed Tor as a tool for social good. This aspect was
mentioned in multiple non-expert interviews, with the par-
ticipants discussing Tor as a tool used by activists, journal-
ists, and ordinary citizens for communicating freely without
surveillance, bypassing state censorship, and achieving em-
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powerment in civic engagement.

4.2 Threat Model Addressed by Tor
During the interviews, we attempted to discover the par-
ticipants’ understandings of the threat model of Tor. We
discovered misunderstandings of the following threats to
anonymity on Tor:

1. Client side scripting: Client side scripting may place
users at risk. For example, Flash code running outside
the browser’s control can be used to deanonymize users.
Similarly, various vulnerabilities in JavaScript running
within the browser can be exploited for deanonymization.

2. Browser fingerprinting: When Tor users use a browser
other than the Tor Browser Bundle over the Tor network,
the browser sends information to visited sites, such as in-
stalled add-ons, version, etc. Since the number of people
with matching sets of information is likely to be low, the
browser fingerprint lowers anonymity, with the worst case
being unique identification.

3. Side channel leaks: Information provided by users to
third parties external to Tor, such as login credentials,
credit card numbers, or even language choice, can be used
to denanonymize the user to varying degrees. In addition,
if users do not ensure the use of encrypted connections,
their information can be accessed by the exit node on
their Tor circuit.

4. Node operation: Tor nodes are independently owned
by volunteers. As a result, data flowing within the net-
work is not controlled or seen by any single party, in-
cluding the owners and the operators of the Tor Project
itself. As a result, it is possible for malicious actors to
run Tor nodes with the aim of attacking users who utilize
the node (which is typically an exit node).

Similar to the operational details of the Tor system, the
experts and the non-experts differed in the understanding
of the threat model that Tor addresses. We discuss each in
turn.

4.2.1 Experts Mostly Grasp the Threat Model
The experts showed a reasonably accurate understanding of
the threat that Tor attempts to counter. Importantly, they
understood that Tor is not a complete solution for all po-
tential anonymity related issues and additional steps may
be needed to achieve the desired level of anonymity. For
instance, when filling out Table 1, expert responses revealed
that they understood the complexities of the different brows-
ing tasks and situations. These complexities are tied to the
threat model of Tor. For example, all experts understood
that logging into a Web site could deanonymize them. When
asked whether the email service could access any informa-
tion when reading email using the Tor Browser Bundle, the
response of one expert demonstrated his understanding of
the limits of Tor’s protection:

“Yes they do, because you have an account with them. As-
suming you’ve provided personal information, they kind of
know who you are and, you know, what you’ve sent, but
they still don’t know where you are. You’ve still obscured
your IP address.” (P1, Expert, Male)

Further, all experts mentioned that the traffic exiting a Tor
exit node may not be encrypted, again demonstrating the

limitations of the protection Tor provides.

“Between the laptop and the entry I will write a little note
that says ISP can see that I’m using Tor. And then between
the entry and the middle I’m going to say ‘encrypted traffic.’
And then between the middle and the exit I’m going to say
‘encrypted traffic’ and between the exit and the Web site I’m
going to say ‘ISP can see requests, but not the originator.”’
(P1, Expert, Male)

In addition, many experts understood that the threat model
of Tor allows a certain number of compromised Tor nodes,
and that some of the Tor nodes might be a threat.

“Nodes may be owned/0wned9 by governments.” (P5, Ex-
pert, Unspecified gender)

Though the experts understood the threat model, all but
two of them neglected to mention the Tor Browser Bundle
as a part of the Tor system, mentioning only its network
elements, such as the nodes, and security elements, such as
encryption. Two experts configured their own Web browsers
or used other non-standard ways to connect to the Tor net-
work to receive Web content. This makes them vulnerable
to fingerprinting attacks mentioned above, thus leading to
potential deanonymization. Moreover, using a Web browser
other than the Tor Browser Bundle is complicated and could
lead to mistakes such as DNS leaks caused by a misconfig-
ured browser resolving DNS requests independent of Tor.
One expert stated that he used wget (an alternative tool for
Web content retrieval) over Tor, which has a similar effect
if the user does not anonymize the USER-AGENT string.10

4.2.2 Non-experts Conflate Threat Models
Unlike the experts, the responses of the non-experts revealed
a lack of consensus regarding the threats that Tor addresses.
While some non-experts possessed a complete understand-
ings of the Tor threat model, five believed that Tor provided
more security than it actually does. For instance, one non-
expert believed that Tor was a tool for protecting sensitive
data, such as credit card numbers, in transit on the Internet.

“It’s going to something and entering my credit card or some
kind of financial or some Web site where I don’t want them
to have my information because they’re going to follow me.”
(P13, Non-expert, Female)

Another non-expert believed that Tor kept one anonymous
from one’s email provider, even when logged into the service.
Other non-experts, however, held the view that Tor did not
offer complete protection, with four claiming that Tor is ef-
fective for privacy protection from entities such as adver-
tising networks, but not from governments and ISPs. Two
others believed that the Tor Project has access to all traffic
on the Tor network and could provide it to governments and
law enforcement agencies. One non-expert argued that the
Tor Project does not provide such access only because doing
so would be counter to their goals.

“I know that I’m not doing anything dangerous but they don’t
know that, so I can see why the government would want to

90wned here refers to the computing slang term indicating a
device being taken over and controlled by an external party,
with or without the knowledge of the device owner.

10A USER-AGENT string is a line of text containing infor-
mation about the browser or the program.

USENIX Association Thirteenth Symposium on Usable Privacy and Security    391



have access to that kind of thing. Or maybe they can re-
ceive alerts from Tor saying ‘hey this person is suspicious
by your standards’ . . . but that’s bad business, so. . . ” (P4,
Non-expert, Female)

Two non-experts claimed using Tor to circumvent geograph-
ical restrictions imposed by Web sites, such as Hulu, Net-
flix, etc. Yet, many of these sites run Adobe Flash or
JavaScript, which can not only deanonymize users but also
leave them vulnerable to injection attacks from malicious
Tor exit nodes.

In general, the non-experts operated with incomplete, and
sometimes inaccurate, understanding of the Tor threat
model, often conflating it with other threat models that Tor
is not designed to address. These gaps and inaccuracies
could lead to a sense of more or less anonymity and privacy
than is actually the case.

4.3 Discovery and Use of Tor
We examined how the participants discovered Tor, why they
used it, and how long they had been using it. There are no
real distinctions between the experts and the non-experts
regarding the discovery of Tor. Both groups primarily dis-
covered Tor through news articles, and many participants
reported discovering it around the time of the initial pub-
lication of the Snowden documents. Some exceptions exist,
with five participants finding Tor through searches on pop-
ular search engines or hearing about it from friends. One
participant discovered Tor at a conference, and two partici-
pants (both experts) did not remember how they discovered
Tor. In terms of use, however, we found significant differ-
ences between the experts and the non-experts.

4.3.1 Experts Used Tor for Many Reasons
All experts reported that they used Tor more frequently
and for more purposes than the non-experts. A few experts
used the Tor Browser Bundle as their primary browser, using
it for most tasks and reserving non-anonymous browsers,
such as Google Chrome and Mozilla Firefox, only for tasks
which are ill-suited for the latency Tor creates (e.g., video
streaming, etc.).

“I use [Tor] primarily as my everyday browser for most of my
tasks. But I use regular Firefox if I want to do something,
if the Web site is blocking Tor or if I want to do something
on localhost that doesn’t need outside Internet access.” (P1,
Expert, Male)

In addition to anonymous browsing and censorship circum-
vention, the experts mentioned alternative uses of Tor apart
from Web browsing, such as downloading via alternative
means such as wget, circumventing NAT using Onion Ser-
vices, etc.

“So if I’m at school I can use Tor to ssh into a computer
on my home network and it’s not a problem. I don’t have to
deal with all of the IP address stuff.” (P8, Expert, Male)

Curiosity differed between the experts and the non-experts.
The experts tended to be curious about the network and
its components, rather than the information held in Onion
Services.

“Pure curiosity drove me toward it. It was just a different
way of distributing information systems, so it was like, hmm,

if we could do it a bit differently that would be a bit better.”
(P10, Expert, Male)

Additionally, the experts who started using Tor out of cu-
riosity tended to remain Tor users and become more involved
in the Tor community, while the non-experts who started us-
ing Tor due to curiosity stopped using it relatively quickly.

4.3.2 Non-experts Have Specific Motivations
Although the non-experts mentioned a variety of reasons
for using Tor, all but two used it only within the context
of a single specific purpose. Non-expert motivations for us-
ing Tor included: satisfying curiosity regarding the content
accessible via Tor, bypassing censorship, circumventing ge-
ographical restrictions imposed by Digital Rights Manage-
ment (DRM), countering surveillance by governments as well
as other parties such as advertisers, communicating with ac-
tivists, protecting the discovery of one’s visits to pornogra-
phy and gambling sites, researching sensitive legal matters,
etc.

The non-experts who used Tor out of curiosity tended to
be more curious about the information available via Tor
rather than about the operation of the anonymity system
itself. Specifically, the non-experts were drawn to informa-
tion available on Onion Services, also called the ‘Deep Web.’

“To be honest, the Internet black market. Uh, yeah, just to
access it and see what’s up. Um, the ‘Deep Web.’ Yes, that’s
it, the ‘Deep Web.”’ (P2, Non-expert, Female)

Four non-experts believed that Tor was designed primarily
in the context of their own specific use case. For example,
one non-expert used Tor only when abroad in a country that
censored Web sites.

“I was using [Tor] because I was living abroad and I wasn’t
allowed to access certain sites. . . I was looking for ways to
access these sites or rather looking for ways to get around
the countrywide ban.” (P4, Non-expert, Female)

She stated that Tor was not very needed in the US because
the US government did not block many Web sites.

“I feel like it’s less relevant in the US for the average user
because the US doesn’t block too much. They don’t block
Facebook and they don’t block Google or that sort of thing.
Whereas within a lot of foreign countries there’s a lot of con-
tent that the US would consider benign that the governments
wouldn’t want you to access.” (P4, Non-expert, Female)

Another non-expert used it only when performing credit
card transactions, believing Tor to be a tool meant to safe-
guard data in transit.

Similarly, the non-experts tended to focus on only one adver-
sary while using Tor. For example, one non-expert claimed
that she used Tor because she did not want the government
to see that she had looked up drugs, contract killer postings,
and other such information.

“I just kind of used it those few times to look on the Inter-
net and be like ‘look how much acid costs on the Internet’
and then like. . . find all the Web sites that are like oh I’m
a hitman and I’m going to kill the president for a few mil-
lion dollars. . . I like the president, but . . . I was kind of like
just lurking and seeing what’s up. That was the main pur-
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pose and I didn’t really want to get like a knock on my door,
which they do in China. . . So that’s like something that I’d
like to avoid, which I’m sure doesn’t happen as frequently in
the States but. . . I don’t like want to get arrested for some
unrelated incident and then have my record like.. . . my com-
puter searched, and then its like ‘You were looking at hitmen,
what’s up with that?”’ (P2, Non-expert, Female)

Lastly, half of the non-experts reported using Tor infre-
quently or having quit using it altogether, citing a lack of
need or fading curiosity for the tool as their reasons.

4.4 National Security and Tor
In contrast to other aspects, we found no major differences
among the experts and the non-experts regarding the rela-
tionship between Tor and national security concerns. When
asked about the morality of Tor and its role in national se-
curity, most participants stated that Tor was a trade-off be-
tween privacy and national security and acknowledged that
it likely made law enforcement more difficult. Yet, all but
one participant believed that Tor was a good tool and the
balance between individual privacy and national security
should be closer to privacy.

“On balance I think that the good parts outweigh the bad
parts and that they are necessary regardless of what we might
think of the bad parts. So obviously properly implemented
secure communication technologies will always be problems
for law enforcement and intelligence agencies because they
depend on sort of exclusive access to our data as part of their
job. But . . . I mean that’s fine but there are other things at
stake, right? There’s individual liberty, there’s freedom of
speech, there’s freedom of association, there’s the ability to
have secure technologies that will protect really important
sensitive information, you know embarrassing stuff or your
credit card number.” (P8, Expert, Male)

There were some exceptions, however. One participant be-
lieved that privacy and national security are synergistic, and
the protection of the rights of the people, including privacy,
is itself a matter of national security.

“In my opinion, security is directly related to privacy and so
is privacy to anonymity. I feel stronger tools are needed and
are a benefit to society. Giving up any of the three (security,
privacy, anonymity) means you can have none of the above.
I understand the national security threat when the ‘bad guys’
use these tools, but they won’t follow the rules anyway.” (P6,
Expert, Unspecified)

Another participant believed that Tor was detrimental to
national security and should include a back door that allows
access to the government.

“For national security reasons there is a need to have back
hole [back door] access to certain things . . . Tor is something
that can be a very positive tool but at the same time it is used
by a lot of illegal entities . . . everything from child pornogra-
phy to black market smuggling to terrorism, finances, plan-
ning, and coordination and so in that sense I think that there
needs to be a certain degree of control from a government
perspective.” (P17, Non-expert, Male)

It must be noted that the views of the non-experts on this
matter may have been influenced by some of the misunder-
standings described in Sections 4.1 and 4.2. Specifically, a

Category Expert Non-Expert

Mental Model Complex network
On-demand

service

Threat Model Multiple threats
Specific

(single) threat

Frequency of Use Frequent
Mostly for

specific uses

Discovery Varied
Mostly through

news

Morality of Tor
Good,

positive
Varied,

mostly positive

Table 2: Comparison of notable aspects of the understanding
and the use of Tor across the experts and the non-experts.

few non-experts believed that intelligence agencies, such as
the Central Intelligence Agency (CIA) and the National Se-
curity Agency (NSA), are capable of defeating the protection
Tor provides and have access to Tor network traffic. As men-
tioned earlier, one participant believed that Tor was capable
of giving notices to the government if a Tor user is deemed
suspicious by government standards, but would not do so
because of the business implications of such an action. Yet,
most non-experts believed that Tor helped foster important
sociotechnical values, such as freedom of speech, uncensored
information access, privacy, and personal security.

5. DISCUSSION
Table 2 summarizes the notable aspects of our findings
across the experts and the non-experts. In addition to the
findings related to our research questions, we found that
several experts and non-experts mentioned enhancing their
anonymity and privacy by engaging in ‘compartmentaliza-
tion’ via the use of a separate device for Tor use. Such a
practice indicates greater attention to privacy and security
among Tor users in comparison with non-users. While the
adoption of Tor in the general population remains low, our
sample shows that its user base is heterogenous and not com-
posed only of domain experts with deep technical knowledge.

As expected, our findings confirm that the extent to which
non-experts grasp the operational details of Tor differs sub-
stantially from the level of understanding of experts. Non-
expert understanding of the operational details of Tor varied
widely, possibly because of the differences in the frequencies
and the motivations of use. Our findings shed light on the
nature of these differences in terms of mental models and
threat models. Regardless of the technical sophistication of
these mental models, Tor, like any privacy enhancing tech-
nology, would benefit greatly from understanding and uti-
lizing the mental models of its users [31]. For instance, the
user interface as well as the documentation of Tor could draw
upon the mental models to present the operational concepts
more effectively.

The experts exhibited useful and complete knowledge of the
Tor architecture and operation along with a nuanced un-
derstanding of its threat model. In contrast, the mental
models of the non-experts were incomplete and overly ab-
stract, leaving out or distorting important details that im-
pact anonymity and privacy. For instance, bounding the
entire Tor network within a single box may create a false
sense of privacy and security by ignoring the potential at-
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tacks by malicious exit nodes, such as capturing sensitive
information passing through the node via insecure proto-
cols [19]. Moreover, users operating under an assumption
of anonymity may engage in behavior they might not want
tied back to their identity. In contrast, viewing Tor as a
centralized service could lead to the opposite effect. A belief
that external parties, such as governments, law enforcement
agencies, ISPs, and the Tor Project, can access decrypted
Tor traffic has the potential to create a chilling effect, lead-
ing to self-censorship as well as unwillingness to use Tor. As
mentioned earlier, even some experts exhibited gaps in un-
derstanding and engaged in behaviors that left them vulner-
able to specific attacks, such as DNS leaks. This underscores
that even the smallest of gaps in knowledge has the poten-
tial to defeat the anonymity protection a user seeks via Tor.
Some of these issues, such as DNS leaks, can be addressed
by the Tor software itself,11 while others can be addressed
by explicitly documenting the dangers of non-standard uses
of Tor.

Tor is used by experts and non-experts across the world
for a variety of purposes. Many of these purposes involve
society’s important values and causes, such as circumvent-
ing censorship, avoiding surveillance, sharing sensitive in-
formation of journalistic importance, communicating with
informants, and so on. In addition, Tor serves sensitive and
valuable personal purposes, such as protecting one’s online
activities from an abusive partner, avoiding targeted ad-
vertising, etc. In a large majority of these situations, the
users involved are non-experts. In such circumstances, gaps
and inaccuracies in the understanding of the operation and
threat model of Tor that lead to deanonymization may hold
serious repercussions, including account compromises, iden-
tity theft, financial losses (resulting from fraud), surveillance
of communication and movements, civil or legal penalties,
physical and/or psychological abuse, imprisonment, or, in
extreme cases, death.

Interestingly, the responses of our non-experts show that
they placed importance on the societal values that Tor aims
to promote along with the corresponding usage scenarios
tied to those values. Indeed, some of them seemed to be
using Tor to make a value statement related to civil liber-
ties and democratic principles, such as privacy, anonymity,
freedom from surveillance, personal liberty, censorship cir-
cumvention, freedom of expression, etc. While the experts
also recognized the connection of Tor to societal values, they
preferred to describe Tor in terms of the architectural and
engineering details of the software and the network. When
considering whether Tor poses a problem for national se-
curity, participant opinions ranged from asserting that Tor
acts as a force for freedom to believing that Tor is a tool for
cybercriminals and terrorists.

Regardless of how they discovered Tor, the experts reported
using Tor more frequently and for longer periods. In con-
trast, the interest of the non-experts tended to fade, with
many claiming that they saw no need for the tool. While
these usage differences have previously been observed in
other privacy tools as well [25], they are especially crucial

11For instance, DNS leaks can be addressed by raising a warn-
ing when the Tor network proxy receives a numeric IP ad-
dress instead of a request for resolving a text based domain
name.

for an anonymity system such as Tor because the efficacy
of its protection improves with an increase in the number
of users. Given the awareness of Tor’s value proposition ex-
hibited by the non-experts, emphasizing that the use of Tor
is a community and societal contribution could potentially
boost its adoption.

A typical goal of Human Computer Interaction research is
creating user experiences that facilitate effective use of a
system without requiring deep knowledge of the underlying
operation, thus making it easily accessible to non-experts.
As discussed in Section 6, our findings can be applied to
improve the Tor user experience for non-experts. However,
a key aspect where Tor differs from typical systems is its
use as a privacy and security tool, sometimes under circum-
stances of great importance as well as danger. As such, an
incomplete or inaccurate understanding of its operational
details has the potential for individual as well as societal
harm. These risks lead to a tension between the need to
promote technical understanding of the operational detail
and the goal of making such knowledge unnecessary as a
requirement for the correct use of the system. Addressing
the issues uncovered by our findings could be a step in the
direction of mitigating the potential risks and resolving the
tension between the simultaneous needs for revealing as well
as abstracting away the technical details of Tor operation.

6. IMPLICATIONS
Our findings can be applied to improve the Tor system in a
variety of ways. These include refining the design of the user
interface and the user experience of the Tor Browser Bundle,
targeting specific operational aspects for enhancement and
optimization, and facilitating learning, especially for non-
experts. We discuss some of these below. In addition to
these improvements, our data suggests that Tor users desire
a reduction in latency.

6.1 Route Information
As discussed earlier, non-experts conceptualize Tor as a cen-
tralized service. A possible solution to avoid such a misun-
derstanding could be displaying information about the own-
ership of each Tor node in the current connection’s route,
when such information is available and verifiable. Such a
feature would be an extension of the current Tor Browser
Bundle functionality that allows clicking the onion logo to
display route information, such as the node IP address and
the country. It might also be useful to make such informa-
tion readily available in the background without the need
for explicit click-and-seek. The feature could be further ex-
panded to indicate the encryption status of each link within
the current route.

6.2 Safe Script Execution
Our findings suggest that a notable barrier to the adoption
and the use of Tor is the demand and the need for using
Web sites and services that utilize JavaScript. JavaScript is
so ubiquitous that disabling it makes a large proportion of
popular Web sites unusable [28]. As mentioned earlier, en-
abling JavaScript while using Tor may lead to deanonymiza-
tion [29]. We advocate investigations of operational and
architectural modifications that reduce the attack surfaces
opened up by enabling JavaScript within the Tor Browser
Bundle. Such technical improvements could facilitate a
reasonable balance between preserving anonymity without
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overly compromising usability and utility.

In addition, the Tor Browser Bundle should be modified
to warn users that it defaults to a low security level that
has JavaScript enabled. In the current release, one must
open a menu accessible by two clicks in order to discover
this default setting. A prominent visual indicator of the
current security level should be available at a glance in the
Tor Browser Bundle interface.

6.3 Tor Friendly Web sites
In line with the empirical findings of Khattak et al. [14],
most of our participants mentioned routinely having trouble
due to the restrictions many Web sites place on Tor traffic.
These sites typically restrict Tor traffic even under situa-
tions that pose minimal risk to the server, such as fetching
static Web pages that do not involve user interaction or data
input. We recommend that Web sites, especially those pro-
viding important information such as government Web sites,
provide ‘Tor friendly’ versions of the pages that allow Tor
users to at least fetch information, even if specific mech-
anisms, such as posting, are disallowed to protect against
abuse. In addition, using CAPTCHAs to prevent abuse by
Tor users should be limited only to submitting POST data,
permitting GET requests without submitted parameters to
proceed without such checks.

Moreover, site owners could consider serving an alternative
Tor friendly version of the site for connections from Tor exit
nodes. The process of creating such a Tor friendly version
of a site could be made easier by promoting the creation
of plugins for common Web development platforms, such as
WordPress and Dreamweaver. Such plugins could ensure
that Tor nodes are not blacklisted and automatically create
versions of Web pages that reduce the amount of JavaScript
to the bare minimum, or possibly none.

6.4 Compartmentalization
Our participants reported using the privacy enhancing strat-
egy of compartmentalization by separating different tasks or
personas through the use of separate computers and/or soft-
ware. Yet, most current programs and operating systems
make it challenging, if not impossible, to achieve meaning-
ful compartmentalization of digital activities. We advocate
explicit attention by system designers and Tor developers
to the provision of compartmentalization functionalities as
a privacy and security enhancing feature.

6.5 Maintaining Workflow
Although many participants in our study compartmental-
ized their Tor use, some participants indicated frustration
at the burden of switching away from Tor in order to com-
plete the tasks that could not be performed via Tor. These
tasks included visiting Web sites that depend on flash or
Java plugins or those that explicitly block Tor traffic. Cur-
rently, when a user wants to perform such tasks he or she
must manually switch to another browser and copy/paste
the site address. Subsequently, the user must remember to
switch back to Tor once the task in the other browser is
completed. While the task is ongoing, the user must switch
back and forth between Tor and the other browser. The
desire to minimize the disruption caused by the burden and
frustration of managing the workflow and task switches can
lead users to choose a non-Tor browser as the default. We

suggest adding functionality within the Tor Browser Bun-
dle that makes such task switches easier and faster when-
ever a task necessitates the use of a non-Tor browser. Such
functionality has the potential to increase Tor adoption and
usage by making it easier for users to stay within the Tor
system as much as possible, switching away from Tor only
when absolutely necessary for the task at hand. In addition
to benefiting the individual user, increasing the time users
spend using Tor would boost the overall utility of Tor by
increasing the number of active users at any given time.

6.6 Contextual and Personalized Training
It would be beneficial to explore training and learning oppor-
tunities for non-experts in order to promote the development
of useful conceptualization of the operation and threat model
of Tor. Training has been shown to be effective in other cy-
bersecurity domains, such as phishing [16]. In addition to an
explicit focus on non-experts, training mechanisms could be
customized to the person(s) and situation(s) at hand. For
instance, different training modules could be developed for
common use cases, such as circumventing censorship, avoid-
ing surveillance, communicating securely and anonymously
with a journalist, etc. Training activities could even be em-
bedded into the user experience of the Tor Browser Bundle
in a manner that utilizes learning theories and techniques,
such as gradual knowledge building, periodic repetition, and
effective assessment.

7. LIMITATIONS
A few limitations must be kept in mind when considering the
generalizability of these findings. While we continued itera-
tive coding of the interview responses until sufficient under-
standing emerged, we were unable to engage in purposeful
additional sampling aimed at filling gaps. Although such a
step is common in inductive qualitative analysis, the diffi-
culties in finding and recruiting unbiased and unprimed Tor
users limited our sampling efforts. Despite this limitation,
we believe we reached reasonable saturation for the research
questions at hand. In addition, the inherent difficulty in re-
cruiting Tor users without bias or priming means that our
study has a small sample size compared to other research on
mental models. Further, advertising in Tor-specific groups
such as Reddit’s Tor community may have introduced bias in
the sample. For privacy and anonymity, we did not collect
demographic data beyond gender. As a result, we cannot
account for cultural differences. Although we cannot be cer-
tain, advertising in online and offline communities in English
leads us to believe that most of our participants were native
residents of the US or Canada. Finally, we point out that
our findings are derived from self-reports. Consequently, it
is possible that the participants omitted, forgot, or misrep-
resented their understanding and behavior.

8. FUTURE WORK
To the best of our knowledge, we are the first to attempt
to understand the mental models of users of any anonymity
software. Our findings point to several opportunities for
future sociotechnical research. In Section 6, we proposed
potential solutions that involve changes to the Tor user in-
terface and user experience. The effectiveness of these sug-
gestions needs to be validated via empirical studies. In ad-
dition, we call for further design exploration in creating user
experiences that balance the tension between revealing and
abstracting the operational detail. Due to the qualitative
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nature of our study, the findings are derived from a small
sample. To validate generalizability, an online questionnaire
could be formulated based on these findings and adminis-
tered to a larger sample covering a broader population. We
focused our investigation only on the Tor anonymity system.
Further research is needed to examine whether these find-
ings apply to other anonymity systems, such as the Invisible
Internet Project (I2P) [34] and Freenet [2].

9. CONCLUSION
Anonymity systems, such as Tor, are an important tool for
providing privacy and security in a landscape of growing
online surveillance and censorship. In addition to enabling
ordinary citizens to assert their civil liberties, Tor serves
as a crucial anonymity and safety mechanism for society’s
important actors, such as journalists, political dissidents,
whistle blowers, human rights activists, etc. A large ma-
jority of these actors are not technical domain experts. We
found that non-experts conceptualize Tor via abstractions
and metaphors that hide important operational aspects,
thus potentially compromising the anonymity they seek. In
contrast, experts understand the underlying technical oper-
ation and threat model and are highly likely to possess an
accurate understanding of the level of privacy and security
protection afforded by Tor. Fostering useful and complete
understanding of the operation and threat model of Tor is
a critical need to avoid deanonymizing vulnerable users as
well as to promote adoption of Tor.
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APPENDIX
A. SCREENING QUESTIONNAIRE
We invite you to participate in our study. Your participation
will benefit science and help us understand user perceptions
of software.

Our study involves a one-on-one interview. You may partic-
ipate in-person or remotely via telephone or Voice-over-IP
solutions, such as Skype. The interview will take a maxi-
mum of 45 minutes. Each participant will be compensated
with a $20 Starbucks gift card.

To register, please answer the brief questionnaire below. We
will contact you if we have an available position. Slots are
limited, so if you wish to participate, please sign up as soon
as possible.

If you have any questions, please contact us via email.

1) Age

• 18-24

• 25-34

• 35-44

• 45-54

• 55+

• Prefer not to say

2) Gender

• Male

• Female

• Other

• Prefer not to say

3) Email
Please enter your email address. This is the email address
we will use to contact you.

4) Which of the devices below do you own and use?
(Check all that apply.)

• Desktop Computer

• Laptop Computer

• Smartphone

• Tablet

• Other

5) Which of the technologies and services below have
you ever used? (Check all that apply.)
[NOTE: Options were presented in random order.]

• Social Networking (Facebook, Twitter, LinkedIn, etc.)

• Online Audio and Video Conferencing (Skype, Face-
time, etc.)

• Anonymization Software (Tor, etc.)

• Office Software (Word, Excel, Powerpoint, etc.)

• Online Music, TV, and Media

• Version Control Software (Git, Subversion, etc.)

• Online File Sharing (Dropbox, OneDrive, etc.)

• Mobile Messaging (Kik, Telegram, Snapchat, etc.)

• Online Banking

• Encryption Software
• Online Communities (Reddit, etc.)

• Computer Programming

• Online Shopping

• Blogging

B. INTERVIEW PROTOCOL
Thank you for taking the time to participate in this in-
terview. The purpose of this interview is to discover
your views, opinions, and understanding regarding how Tor
works. Many people use Tor everyday for many reasons,
from reading their email to accessing blocked Web sites.
Please keep in mind that there is no single correct answer to
these questions. Please answer the questions based on your
own knowledge and experiences.

1. What do you do for a living? What does that entail?

2. What kind of computer(s) or mobile device(s) do you use?
What are the differences (if any) in what these device(s)
can do and how you use them?

3. On which of these device(s) do you use Tor?

4. When did you start using Tor? Why did you start using
Tor?

5. How did you discover Tor?

6. Why do you currently use Tor?

7. This is a drawing exercise. Keeping background processes
in mind, please draw what happens when you use the Tor
Browser Bundle. Also note of who can access information
about you. Please think aloud and explain your thought
process while you are drawing.

8. How often do you use Tor?

9. What other browsers do you use?

10. Under which circumstances do you use the Tor Browser
Bundle instead of another browser or vice versa?

11. Describe your feelings regarding the advantages and dis-
advantages of using Tor.

12. In what ways, if any, do you use Tor differently on your
mobile device(s) than your computer(s)? (If applicable.)

13. Please fill out the given table of tasks and various entities
involved in those tasks. For each of the tasks, mark the
entities that you believe can access information about
you when you perform the task using Tor. Please also
mention what information you believe they can access.
(See Table 1.)

14. Currently, a debate is going on about the role of privacy
tools in matters pertaining to national security. Some
people claim that strong privacy tools like Tor are good,
while others claim they are bad. This is a part of a larger
discussion about the trade-off between privacy and na-
tional security concerns. What is your opinion on this
matter?

15. Is there anything else you would like to tell us? Is there
anything that we should have asked?
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ABSTRACT
With the rapid deployment of Internet of Things (IoT) technologies
and the variety of ways in which IoT-connected sensors collect and
use personal data, there is a need for transparency, control, and new
tools to ensure that individual privacy requirements are met. To
develop these tools, it is important to better understand how people
feel about the privacy implications of IoT and the situations in
which they prefer to be notified about data collection. We report on
a 1,007-participant vignette study focusing on privacy expectations
and preferences as they pertain to a set of 380 IoT data collection
and use scenarios. Participants were presented with 14 scenarios
that varied across eight categorical factors, including the type of
data collected (e.g. location, biometrics, temperature), how the data
is used (e.g., whether it is shared, and for what purpose), and other
attributes such as the data retention period. Our findings show that
privacy preferences are diverse and context dependent; participants
were more comfortable with data being collected in public settings
rather than in private places, and are more likely to consent to
data being collected for uses they find beneficial. They are less
comfortable with the collection of biometrics (e.g. fingerprints)
than environmental data (e.g. room temperature, physical presence).
We also find that participants are more likely to want to be notified
about data practices that they are uncomfortable with. Finally, our
study suggests that after observing individual decisions in just three
data-collection scenarios, it is possible to predict their preferences
for the remaining scenarios, with our model achieving an average
accuracy of up to 86%.

1. INTRODUCTION
The Internet of Things (IoT), composed of network-connected phys-
ical objects, is growing rapidly. The devices that make up the IoT
vary greatly in their form and purpose, from sensors that people
voluntarily carry on their wrists, to network-connected thermostats,
to street lights that count the number of people who pass by. While
these devices bring about new services, increase convenience, and
improve efficiency, they also bring privacy and security risks.

To fully realize the potential of IoT, individuals need to be suffi-
ciently knowledgeable and aware to make informed decisions. Thus,
IoT devices need to inform their users about their data collection

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
Symposium on Usable Privacy and Security (SOUPS) 2017, July 12–14,
2017, Santa Clara, California.

practices and offer privacy choices that respect individual privacy
preferences. Gaining traction on this problem requires nuanced
understanding of societal norms and context, as well as individ-
ual needs [31, 35]. For example, most people tacitly accept being
recorded on cameras and CCTV outdoors in public spaces, but ex-
press disdain for installing video surveillance systems inside the
walls of their homes. As more complex IoT scenarios become possi-
ble, many other factors may play a role in determining individuals’
privacy preferences. While some may feel comfortable with their
location being tracked for the purpose of traffic prediction, they may
consent to tracking only their work commute. Others may consent
only if they are assured that their location data is retained and used
in an anonymized form.

We conducted a large-scale online vignette study to identify the
contribution of different factors (such as the type of data, retention
time, purpose of data collection, and location of data collection) in
promoting or inhibiting individuals’ self-professed comfort levels.
We also studied the factors that trigger a desire for notifications
about data collection. Our research identified which aspects of data
collection or use by various IoT devices are most likely to cause
discomfort, how realistic participants think these scenarios are, and
which aspects they would like to be made aware of.

The results of our study informs the design of more transparent IoT-
connected systems—we envision our results can be used to improve
privacy notices for IoT devices, and develop more advanced personal
privacy assistants [25].

This paper makes two main contributions. First, we show that indi-
viduals’ comfort levels in a variety of IoT data collection scenarios
are related to specific aspects of that data collection. Many of our
findings are consistent with observations made in prior work, but
our quantitative methodology and the scale of our experiment allows
us to understand the effect of individual factors and their relative
importance more precisely. Second, leveraging our qualitative and
quantitative results, we advance explanations for many of the differ-
ences among these factors. We show that whether or not participants
think the use of their data is beneficial to them has a profound influ-
ence on their comfort level. We also find that participants’ desire for
notification is closely related to whether or not they feel comfortable
with data collection in a particular scenario.

The paper is organized as follows. First, we discuss related work.
Then we describe the design of our vignette study, and discuss our
quantitative and qualitative analysis of our survey data. Next, we
present the results of our prediction model, and draw conclusions
from the analysis. Finally, we discuss study limitations and possible
approaches to mitigate some of the concerns highlighted by our
study.
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2. RELATED WORK
Our research builds on prior work aimed at understanding indi-
viduals’ IoT-related privacy concerns, and potential solutions for
mitigating them [6, 8]. Additionally, prior research has studied
various factors that can impact privacy preferences, the results of
which were used to inform the design of our study. Recent work has
also developed models to predict individuals’ privacy preferences,
so that data collection can be personalized to suit people’s privacy
preferences. Our work aims to address privacy concerns in a variety
of IoT scenarios where sensing is pervasive. Our work underscores
the relative importance of different privacy concerns to individuals.
These findings inform the understanding of privacy preferences as
they relate to IoT data collection.

2.1 IoT Privacy Challenges
New methods of data collection in the IoT have led to new privacy
challenges. Some of these challenges include obtaining consent for
data collection, allowing users to control, customize, and choose the
data they share, and ensuring the use of collected data is limited to
the stated purpose [33]. These challenges are made more difficult
by the increased potential for misuse of personal information in
the IoT domain. This stems from the pervasive tracking of habits,
behaviors, and locations over a long period of time. There are new
risks to personal safety introduced by IoT systems [6, 9]. Addo
et al. demonstrated that trustworthiness of an IoT application is
impacted by the implemented privacy and security practices [2]. To
be accepted by consumers, IoT-connected device developers must
consider the privacy and security implications of their products.

2.2 Privacy Interfaces for IoT Systems
There have been several proposals to help address privacy con-
cerns related to data collection in the IoT domain. Mehrotra et
al. presented two systems that could help highlight privacy chal-
lenges associated with IoT sensing and allow for testing of various
privacy-enhancing solutions [30]. Lederer et al. identified five “pit-
falls” in designing systems, particularly in ubiquitous computing
environments, which lead to negative implications for individual
privacy [18]. To address some of these pitfalls, Egelman et al.
used crowdsourcing techniques to study different designs of privacy
icons for a camera, with the aim of helping individuals make an
informed decision about their privacy. Though many of their icons
were successful in conveying what data was being collected, many
participants demonstrated low comprehension. These findings un-
derscored the difficulty of successfully informing individuals about
what is going on around them in an IoT setting [12]. Recognizing
the privacy risk caused by involuntary disclosure of information
in IoT environments, Ukil et al. proposed a privacy management
scheme that estimates a domain-specific measure of risk due to
privacy disclosure in smart energy applications [38].

According to Bhaskar et al., a major limitation of prior work study-
ing privacy in IoT environments is that studies typically focus on
a single environment in which IoT sensing is occurring [6]. Thus,
many of the proposed solutions do not generalize to other IoT con-
texts. Our work attempts to address this shortcoming by identifying
privacy concerns in multiple heterogeneous scenarios which employ
different types of data collection. This way, our methodology can
determine which factors have the greatest impact on measures of
individuals’ comfort with data collection. The results can inform
the design of privacy-enabling solutions appropriate to the variety
of contexts we have studied. Furthermore, our study aims to expand
beyond prior work in this area by identifying privacy concerns in-
dividuals have in data collection scenarios which are not obviously
aligned with specific privacy risks.

2.3 Factors Impacting Privacy Preferences
Prior studies outside of the IoT context have examined different
factors that can impact individuals’ willingness to share information,
based on measures of comfort with data collection. Bilogrevic et al.
found that the comfort levels associated with sharing data are highly
dependent on the specific type of data and the sharing context (e.g.
search engines, social networks, or online shopping sites) [7]. Leon
et al. tested whether data retention, access to collected information,
and the scope of use affected willingness to share data for online
behavioral advertising purposes. Individuals were more willing to
share certain types of data if it had a retention period of one day, but
for periods longer than one week, individuals were less likely to be
willing to share [22].

Other work has focused on privacy preferences related to mobile
devices and applications. Lin et al. evaluated individuals’ percep-
tions of requests to access privacy-sensitive resources (e.g. sensors)
on mobile devices. They found that both individual expectations of
what an app does and the purpose for which an app requests access
to sensitive resources impacts their privacy decisions [23]. In order
to better understand people’s attitudes toward sharing their location
in mobile applications, Sadeh et al. built a system that enabled mo-
bile device users to select and limit with whom they want to share
their location. They concluded that increasing people’s awareness
has a critical role in helping them define more precise policies for
protecting their privacy [36]. Tsai et al. studied the impact of giving
feedback to mobile device users. Their study informed participants
about who their data is being shared with, and when the data was
shared. The goal was also to help people manage their privacy on
a location sharing application. They reported that when people get
adequate feedback, they are more willing to share data. They were
also more comfortable with sharing their location [37].

Other studies more closely aligned with our work have evaluated
several factors that may impact privacy concerns related to IoT data
collection. Lederer et al. studied the relative importance of two fac-
tors; the entity collecting data, and the situation in which it is being
collected, for determining users’ privacy preferences in ubiquitous
computing settings. Their results indicate that individuals base their
privacy decisions on who is collecting their data, rather than the
context in which it is being collected [19]. Lee and Kobsa tested
five factors related to the context of data collection in two separate
studies and found that individuals generally thought that monitor-
ing in personal spaces was unacceptable, along with monitoring by
an unknown entity or the government. Their results also indicate
that photo and video monitoring may cause some privacy concern
regardless of context [20, 21]. Other small, qualitative studies have
focused on individuals’ privacy preferences related to wearable sen-
sors. These studies revealed that people demand ownership of the
data they produce, and that privacy concerns vary depending on
factors including retention time and the perceived value of the data
collected [4, 17].

Our work leverages prior work to identify several factors that may
impact individuals’ privacy concerns and preferences in IoT settings.
While data retention was found to be a significant factor in an
online context [22], we aim to determine whether this remains true
for IoT data collection. Additionally, the impact of the location
of the data collection, type of data being collected, and purpose
for collection have already been studied in prior work considering
IoT contexts [20, 21]. We aim to expand on these findings by
evaluating these factors in a larger scale study, and in combination
with additional factors capturing more contextual nuances that are
specific to IoT environments.
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2.4 Predicting Privacy Preferences
Prior work has shown that privacy preferences can be inferred by
segmenting collections of individuals based on profiles. These
profiles represent clusters of different individuals and their privacy
decisions. In the mobile app privacy domain, Lin et al. and Liu et
al. demonstrated that a small number of profiles may be capable
of predicting individuals’ decisions to allow, deny, or be prompted
for app permissions with a high level of accuracy [24, 26]. In IoT
data collection scenarios, Lee and Kobsa were able to identify four
clusters of participants with distinctive privacy preferences. These
clusters were used to predict their study participants’ decision to
allow or deny monitoring in a particular IoT context with 77%
accuracy [21]. In our work, we incorporate additional factors into
a larger scale study, using similar techniques to make predictions
with the goal of achieving improved prediction accuracy relative to
prior work.

3. METHODOLOGY
We conducted a within-subjects survey with 1,014 Amazon Me-
chanical Turk 1 workers in order to understand individuals’ privacy
preferences. We exposed each participant to 14 different vignettes
presenting an IoT data collection scenario. Vignettes are “short
stories about hypothetical characters in specified circumstances, to
whose situation the interviewee is invited to respond,” [13] and have
been used in prior work studying varying privacy contexts [28, 29].

Between vignettes, we varied eight factors that we hypothesized
could influence individuals’ privacy preferences:

• the type of data collected (data_type),
• the location where the data is collected (location),
• who benefits from the data collection (user_benefit),
• the device that collects the data (device_type),
• the purpose of data collection (purpose),
• the retention time (retention),
• whether the data is shared (shared), and
• whether additional information could be inferred from the

collected data (inferred).

Several of these factors have already been shown in prior work
to be important to individuals, when presented individually or in
combination [4, 17, 19, 20, 21, 22]. Our design allowed these
factors to be studied simultaneously, capturing more contextual
nuances. In our vignettes, some factors could take on one of many
possible levels. For reference, table 1 describes the factors and their
corresponding levels.

After accepting the MTurk HIT, each study participant was directed
to a survey where they were shown 14 different vignettes.

Each vignette introduced the factors being tested in the same order.
In each scenario, vignettes began with the location of the data col-
lection and ended with the retention period. The following is an
example of a scenario presented to participants:

You are at work and your smart watch is keeping
track of your specific position in the building. Your
position is shared with the device manufacturer to
determine possible escape routes in the case of an
emergency or a hazard. This data will be kept by the
manufacturer until you leave for the day.

All factorial combinations of the different levels of each factor
produced 126,720 possible scenarios, many of which contained

1Amazon’s Mechanical Turk https://www.mturk.com

combinations of factors which did not make sense (e.g. a presence
sensor taking iris scans for emergency purposes). These scenarios
were removed from the set of scenarios shown to participants. From
the remaining set, we selected 380 scenarios that could feasibly oc-
cur, and ensured that this subset contained scenarios in which each
level of each factor was represented. 14 vignettes drawn from these
380 scenarios so as to not overburden them. Randomly selecting
subsets of 14 scenarios could have caused interaction effects due to
a lack of diversity in each factor (e.g., presenting only one retention
time on otherwise diverse scenarios) [3]. To minimize such interac-
tion effects, we carefully selected subsets of vignettes so that every
level of every factor was present at least once per subset, with the
exception of the factors device_type, purpose, and inferred, which
were dependent on other factors such as location, device_type, and
user_benefit. In doing so, we divided the list of scenarios into 39
subsets with 14 scenarios each, and presented each participant with
vignettes corresponding to one of these 39 subsets. The subsets
were not mutually exclusive.

For each scenario, participants were asked how comfortable they
were with data collection in that scenario and whether they found
the use of data in the scenario to be beneficial (user_perceived-
_benefit). This factor is different from user_benefit, which refers to
whether the data collection benefits the participant or the collector
and is part of the scenario design; user_perceived_benefit refers
to the participant’s perception of whether the scenario would be
beneficial to them. This question was only asked about scenarios
in which a purpose was given; we coded this factor as ‘N/A’ for
scenarios without a purpose. We also asked participants whether
they would allow the data collection described in the scenario, and
how often they would like to be informed about the data collection.
Further questions asked how realistic a scenario was (“I think sce-
narios like this happen today,” “... will happen within 2 years,” and
“... will happen within 10 years”) and coded the answers to these
three questions as happening_today, within_two_years, and within-
_ten_years, respectively. These three questions were answered on a
five-point Likert scale from “Strongly Disagree” to “Strongly Agree”
and were binned into binary categories based on agreement—0
(strongly disagree, disagree) and 1 (strongly agree, agree, neither
agree nor disagree). Finally, we asked participants general demo-
graphic questions, followed by ten questions from the Internet Users’
Information Privacy Concerns (IUIPC) scale to gauge their level
of privacy concern. The IUIPC scale questions focus on concerns
about control, awareness, and collection [27]. The complete set of
questions asked in our survey is included in the Appendix.

3.1 Factors Impacting Preferences
We were interested in learning what factors of data collection con-
tributed most significantly to individuals’ comfort and preferences.
Thus, we asked questions about how comfortable they were with
the given scenario. We also asked if they would allow a specific
data collection or not, and how often they would want to be notified
about it. Participants’ responses to these questions enabled us to
build models that predict the concerns and preferences of the general
population, based on our sample. We constructed five statistical
models, capturing five dependent variables: comfort level, allow
or deny decisions for the data collection, desire to be notified of
data collection every time, desire to be notified once in a while,
and desire to be notified only the first time. In addition to the eight
factors in Table 1, we included the factors user_perceived_benefit,
happening_today, within_two_years, within_ten_years, gender,
age, income, and education, as well as the three IUIPC scale factors
IUIPC-control, IUIPC-awareness, and IUIPC-collection.
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Factor Levels Description

location department store; library; workplace; friend’s house; home; public restroom location where the data is collected

data_type presence; video; specific position; biometric data (e.g., fingerprint, iris, face
recognition)

type of data collected

device_type smart watch; smart phone; camera; presence sensor; temperature sensor; fin-
gerprint scanner; facial recognition system; iris scanner

device that is collecting the data; some devices like smart phones can
collect multiple data types

user_benefit user (e.g., get help in emergency situations); data collector (e.g., downsize
staff)

who benefits from the data collection and use

purpose a specific purpose is mentioned; it is mentioned that participants are not told
what the purpose is

purpose of data collection depends on the location, the data and who is
benefiting

retention forever; until the purpose is satisfied; unspecified; week; year the duration for which data will be kept

shared shared (e.g., with law enforcement); no sharing is mentioned whether the data is shared or not

inferred inferred (e.g., movement patterns); inferred data is not mentioned Additional information can be inferred and users can be deanonymized

Table 1: Factors varied between vignette scenarios, levels of the factors presented in scenarios, and description of each factor.

We represented income as a quantitative variable based on categories
of income ranges, excluding two outliers—participants who reported
earning more than $200,000. We mapped all Likert scale responses
to binary categories of 0 and 1, where 1 implies a positive preference,
and 0 implies a negative preference. All of the quantitative variables
(income, age, IUIPC-control, IUIPC-awareness, IUIPC-collection)
were normalized before analysis to be on the same scale with a mean
of 0 and standard deviation of 1.

We did not include two of the eight privacy factors, device_type and
purpose. The device that is collecting the data was mentioned in
the vignettes to make them more realistic, but was not considered in
the statistical analysis because the device was uniquely determined
by the type of data that was collected. The type of data that was
collected was considered in the statistical analysis, resulting in a
dependency between the two factors. Dependencies of this type
between factor levels can lead to inaccurate statistical inferences.
To improve the accuracy of our results, we excluded them from our
statistical analysis. For the same reason, we removed purpose as
it was not linearly independent from multiple other factors, such
as location and user_benefit. Treating it as an independent factor
would have resulted in scenarios that did not make sense contextu-
ally. For instance, using purpose as an independent factor would
have included scenarios which involved collecting fingerprints to
downsize staff. To eliminate these nonsensical scenarios from our
study, we chose to remove purpose from the analysis, instead of the
other factors on which it depended.

After removing these two factors, we found one of the subsets of
scenarios contained two scenarios that differed only in these two
factors. Therefore, for participants who received this subset, we
removed the first of the two scenarios’ answers and analyzed the
remaining 13 scenarios.

Our models were constructed using generalized linear mixed model
(GLMM) regression with a random intercept per participant. GLMM
is particularly useful for modeling repeated measures experiments,
such as ours, in which participants are presented with multiple
parallel scenarios [5].

We performed model selection to find the best combination of factors
by using a search algorithm with a backwards elimination approach.
For each of our dependent variables, we found the model that best
fit the data according to the Bayesian Information Criterion (BIC).
We eliminated the variables with the largest p-value in each step
of the model selection and continued the elimination until the BIC
reached the global minimum [15]. The model with the lowest BIC

best explains the dependent variable.

We present the regression tables for our best models in the Results
section. We used a significance threshold of 0.05 to determine
whether or not a factor was significant. Effects and the effect size of
a factor level can be interpreted as proportional to the magnitude of
the estimate co-efficient. We also defined a baseline for each factor.
The regression tables and co-efficients of levels in the model were
computed against the corresponding factors’ baseline. Some of the
baselines were selected based on specific concerns highlighted by
our qualitative data, such as data_type (baseline = specific position)
and location (baseline = friend’s house). The baselines for other
factors were selected based on their alphabetical ordering.

3.2 Predicting Preferences
Using the results from the model selection for each dependent vari-
able, we further examined their predictive ability for individuals’
preferences. Specifically, in our analysis we focus on predicting:

• an individual’s comfort with a specific data collection sce-
nario; and

• an individual’s decision to allow or deny a specific data col-
lection instance.

We believe that the ability to predict individuals’ preferences or
decisions is useful, since we can imagine deployment scenarios
where a system needs to predict an individual’s comfort or decision
to allow or deny data collection. In these cases, the system would
have more data accumulated over time specific to an individual using
the system, and so would likely perform better than the classifiers in
our experiments.

3.2.1 Features
For each of the two prediction tasks mentioned above, we used the
main factors and interactions from the results of our model selection
to predict the two outcomes; comfort level, and the decision to allow
or deny.

Continuous features were encoded as-is in the feature vector, while
categorical features were encoded as one-hot vectors for each cate-
gory in the domain of that feature. This means, that each categorical
variable was encoded as a vector of binary features where each fea-
ture corresponded to the binary value of one of the categories in the
original categorical variable. In a one-hot vector, only one value in
the whole vector will be 1 at any given time. This is a common way
of encoding multi-class categorical features for machine learning
tasks. For each categorical variable, the overall feature vector was
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Very comfortable 3% 17% 4% 6% 6% 1% 6% 3% 15% 5% 4% 21% 7% 10% 8% 7% 7% 11% 7% 11% 7% 10% 8% 9% 3%

Comfortable 10% 31% 15% 18% 18% 6% 15% 8% 30% 18% 14% 32% 18% 22% 15% 17% 15% 25% 16% 24% 17% 20% 20% 19% 10%

Neither comfortable 
nor uncomfortable 10% 23% 16% 15% 15% 7% 15% 8% 22% 19% 15% 23% 15% 17% 13% 15% 16% 19% 16% 17% 15% 16% 17% 16% 11%

Uncomfortable 32% 19% 37% 25% 25% 39% 30% 30% 20% 34% 38% 16% 28% 22% 20% 31% 29% 28% 28% 25% 29% 27% 27% 27% 33%

Very uncomfortable 45% 11% 28% 36% 36% 47% 35% 50% 13% 25% 29% 8% 32% 28% 44% 30% 32% 17% 33% 23% 32% 26% 27% 28% 42%

Data type Device type Location Retention time Inferred data

Figure 1: Summary statistics showing the relation between various factors and participants’ comfort level. For example 45% of participants were very
uncomfortable when the type of data being collected was biometric. Cells with larger numbers are darker in background color.

Gender Age Education Income IUIPC Score

Male 49.2% (49.2%) Range 18-78 No high school 0.8% (10.9%) < $15k 16.4% (11.6%) Control Factor
Female 50.1% (50.8%) Mean (SD) 36.1 (10.9) High school 30.8% (28.8%) $15k-$34k 33.8% (20.5%) Range 1.33-7
No answer 0.7% (0.0%) US average 37.9 Associates 9.7% (10%) $35k-$74k 36.1% (29.4%) Mean [SD] 5.95 [0.90]

Bachelors 49.0% (48.7%) $75k-$149k 9.3% (26.2%) Awareness Factor
Professional 8.5% (1.5%) $150k-$199k 0.9% (6.2%) Range 1-7
No answer 1.0% (0.0%) > $200k 0.2% (6.1%) Mean [SD] 6.44 [0.82]

No answer 3.2% (0.0%) Collection Factor
Range 1-7
Mean [SD] 5.79 [1.11]

Table 2: Demographic breakdown of our participants. In the Gender, Education, and Income columns, the numbers in parentheses show the US average,
according to census data from 2015.

increased in size by the size of each one-hot vector. For interactions
between whole factors, we computed the product of each combina-
tion of the values in the one-hot vector and appended this vector of
interaction products to the feature vector.

3.2.2 Classifiers
We experimented with various binary classifiers for the allow/deny
prediction, and both binary and continuous classifiers for the comfort
prediction. For binary classifiers where the outcome is binary, we
used logistic regression, support vector machines (SVM), k-Nearest
Neighbor, AdaBoost (with various weak base classifiers), and simple
neural networks in the form of three-layer multi-layer perceptrons
(MLP) [32]. For predicting comfort, we also experimented with
a continuous version of the comfort level on a scale from 1 to
5, normalized to be between 0 and 1, for which we used linear
regression for prediction.

We found the AdaBoost classifier with a logistic regression base
classifier (with l2-regularization) to be the best performing, and
these are the results we report on. We implemented our classifier
and ran experiments using the Scikit-learn Python library [32].

3.2.3 Evaluation Methodology
We tested using two different sizes of the training data for predicting
a specific participant’s preferences: 75% of 100% of the answers
provided by the remaining participants. In all cases, training data
also included the participant’s own answers to three of the scenarios
they were asked about; we tested on the remaining 11 scenarios (10
scenarios in the case of the participants mentioned in Section 3.1).

When predicting comfort level, we report accuracy in two ways,
which differ in how they treat predictions when the participant
did not have a preference. In the first approach, we counted any
prediction as correct if the participant’s actual survey response fell
in the middle of the Likert scale, i.e., their answer was “Neither

Agree nor Disagree.” We did this based on the reasoning that if an
individual doesn’t have an explicit preference, then any prediction
would be consistent with that preference. In the second approach, we
report accuracy by testing only on scenarios for which a participant
did not answer neutrally. This measures how many of a participant’s
non-neutral preferences can be predicted.

Additionally, for both prediction tasks, we report the results of using
a simple majority classifier that classifies each element in the test
set as the majority class within the training set.

In each experiment, we randomly selected 50 participants whose
answers to predict. We report the accuracy, precision, and recall of
the classifier averaged over the 50 participants.

Accuracy is the fraction of predictions that were accurate. Both
precision and recall are indicators for measuring the effectiveness of
a classifier in predicting positive examples. For predicting comfort,
a positive example is a scenario for which the user’s answer falls into
the “comfortable” category. For predicting allow/deny decisions, a
scenario for which a user answers “Allow” is a positive example.
Precision is the fraction of positive predictions during testing that are
actually correct according to the training data. Recall is the fraction
of all positive examples in the training data that the classifier predicts
as positive during testing.

For each participant, we used a form of cross-validation defined as
follows:

For X = 75% or X = 100% of training data:

• Randomly select 50 participants as targets for prediction.
• For each participant, run 6 different iterations of prediction.
• In each of the 6 iterations, randomly select X% of training

data from the remaining participants and randomly select 3
responses from the total set of scenarios the target was asked
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Categories Tags (Usage) Examples

Factors (n =
842)

purpose (63%), data (26%), retention (25%), sharing (18%),
benefit (17%), location (7%), device (2%),

P880:“It would make me more comfortable knowing where this data was going and how
it was going to be used, as well as it being consented.”

Whitelist (n
= 350)

safety (42%), anonymous_data (40%), personal_benefit (7%),
public (7%), common_good (6%), improve_services (6%)

P908: “If they helped to make me safer in some way.”, P779:“I’d be fine with data that
doesn’t identify me.", P121:"That my safety was the reason for it, or saving me money”

Blacklist (n
= 474)

biometrics (26%), personal_information (20%), everything
(16%), location (13%), private_location (12%), bathroom
(9%), video (9%), commercial (8%), government (6%),
law_enforcement (5%)

P136:“[..] that they might share the data with other parties [..]. Also, knowing that a retinal
or fingerprint scan might be stolen and used to gain access to something else.” P415:“The
government spying on me in my home, or private corporations using that data to identify
me [..], no way.”

Information
(n = 417)

purpose (66%), retention (35%), sharing (21%), collector
(15%), access (13%), data_handling (13%), data_security (5%)

P271: “Knowing exactly what the data is used for, where it is stored, who it is shared with,
and when it is collected.”

Control (n =
113)

deletion (33%), consent (30%), opt-out (27%), ownership
(14%), access (13%), copying (10%)

P913: “Nine times out of ten I won’t care and would be happy to allow it, I just want to
be informed and have the ability to deny consent should I choose.”

Risks
(n = 298)

misuse (29%), surveillance (18%), data_security (18%), pri-
vacy (16%), tracking (12%), intransparency (8%),

P286:“I don’t want my personal information getting into the wrong hands.” P47:“I don’t
like the idea of government organizations being alerted of my location at all times.”

Table 3: Categories and codes used to code free text answers. Percentages in brackets are the number of times a code was used when the category was
coded, multiple codes could be applied per category. Rows on Factor/Whitelist/Information/Control refer to answer to the question “..what would make you
uncomfortable with sharing data in such situations?” Blacklist/Risks stem from the answers to the question about discomfort.

about. This data is used for training; testing is done on the
remaining scenarios of the target.

• Calculate the average accuracy, precision, and recall scores
averaged over 6 iterations each and over the 50 random par-
ticipants.

We report on the results of our experiments in Sections 4.2.2 and 4.3.2.

3.3 Qualitative Analysis of Preferences
We also qualitatively analyzed participants’ responses to the free-
response questions they were asked at the end of the survey. The
answers were coded with regards to five topics: the factors that were
mentioned; whether specific scenarios were described as comfort-
able or uncomfortable; what the participant wants to be informed
about; and what means of control (e.g. access, edit, ability to delete)
they request. A codebook was developed from 100 answers and
applied to another set of 100 answers by two annotators indepen-
dently. They reached an inter-annotator agreement of 0.89 (Cohen’s
Kappa) for whether a topic was addressed and between 0.67 and
0.72 on the actual tags (e.g., which factor was mentioned). After
achieving this accuracy, the remaining answers were divided among
the two annotators and coded by one annotator each. A summary of
categories and codes and their occurrence is shown in Table 3.

4. RESULTS
In this section, we describe our participants and present results
regarding participants’ comfort level with different data collection
scenarios, their decisions to allow or deny data collection, and desire
to be notified.

4.1 Participants
Our survey was completed by 1,014 MTurk workers. We removed
the answers of seven participants because they took less than five
minutes to complete the survey, while the average completion time
was 16 minutes. This resulted in 1,007 participants whose responses
we included in our analyses. Participants were required to be from
the United States and have a HIT approval rate of above 95%. Ta-
ble 2 describes participants according to their demographics and
privacy concern level. Our participants were slightly better educated
and had a higher income than the U.S. average.

4.2 Comfort with Data Collection
In our survey, after presenting each scenario we asked: “How would
you feel about the data collection in the situation described above if

you were given no additional information about the scenario?” We
measured participants’ comfort on a five point Likert scale from
“Very Comfortable” to “Very Unfomfortable” with the middle point
of “Neither Comfortable Nor Uncomfortable.”

Figure 1 shows the general distribution of participants’ comfort
across different levels of each factor. Participants were strongly
uncomfortable if the scenarios they were asked about had biometric
as data_type (45% strongly uncomfortable), device_type as iris
scanner (50% strongly uncomfortable), location as their home (44%
strongly uncomfortable), retention as forever (33% strongly uncom-
fortable), or if other data was inferred from the data collection (42%
strongly uncomfortable).

4.2.1 Factors Impacting Comfort Level
Using the best model, we ordered the factors based on their contri-
bution to comfort level by looking at the change in BIC when each
factor was added to the null model (the model that has no factor
other than random intercept for participants). Table 4 shows the fac-
tors ordered by their effect sizes from the most effective factor (the
interaction between the data_type and happening_today) to the
factor with the lowest effect size (retention). As shown in the table,
not all levels of the factors are statistically significant (p < 0.05). A
positive estimate (effect size) indicates inclination toward comfort
and a negative estimate shows inclination toward discomfort.

Scenarios in which video was being collected and participants
thought such data collections are happening_today had the greatest
positive impact on participant comfort with data collection (p <
0.05, coefficient = 1.38). This is in line with our qualitative results,
where we found that 38% of all participants mentioned a specific
scenario with which they were comfortable (category “whitelist,”
Table 3), and from the whitelisted scenarios, 42% mentioned safety,
security, or emergency situations as specific purposes for data col-
lection that they would generally approve of. Another 40% of those
who whitelisted a scenario were less concerned when anonymous
or anonymized data was involved. When an example was given,
participants mentioned scenarios involving presence or temperature
sensors as ones they would be comfortable with.

Scenarios in which biometric information (e.g., fingerprint, iris
image) was being collected and participants thought such data col-
lection is happening_today, had the greatest negative impact on
participant comfort (p < 0.05, coefficient = 0.89). This is also in line
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with our qualitative analysis of answers to the question “Keeping in
mind the 14 scenarios, what would make you uncomfortable with
sharing data in such situations?” In 46% of the answers, participants
conveyed one or more specific things that they did not want to hap-
pen (coded in category “blacklist,” Table 3). Within these answers,
the collection of biometric data_type was mentioned by 26%.

Based on previous findings [7], we hypothesized that participants
would be less comfortable if a scenario included the explicit notice
that collected data would be shared with others (shared). Consistent
with that hypothesis, we found that informing participants that data
would be shared with third parties (e.g., with the device manufacturer
or law enforcement) caused participants to be less comfortable (p
< 0.05, coefficient = -0.68). The qualitative results show that a
minority of participants expressed mistrust of or discomfort with
sharing with government (6%) and law enforcement (5%) agencies.

Within the qualitative responses related to discomfort, we also found
explanations of why participants did not want to share their data.
About 29% of all participants mentioned some perceived risk, rang-
ing from the fear of identity theft or the use of data for other than
the stated purpose (misuse) to a general concern about privacy and
surveillance in general. Among those that mentioned a perceived
risk, 29% feared that their data could be used in a way that would
harm them or put them at a disadvantage. About 18% of these an-
swers explicitly mentioned data security issues and leaks as a cause
of concern.

P11: [I’m concerned about] any unique identifiers that
could be hacked and then used for identity theft, black-
mail, humiliation, etc.

With respect to the location of data collection, most levels had small,
positive effect on comfort level. As described above, only scenarios
taking place at home had a negative impact on the perceived comfort.
Our qualitative results further substantiate this, as participants who
mention location as a factor that made them comfortable often cited
the dichotomy between public and private places. Data collection in
private places is described as highly intrusive while data collection
in publicly accessible spaces like libraries or stores was described
as “ok.” Out of the 474 participants that expressed discomfort with
specific scenarios, those that took place in one’s home (12%) and in
bathrooms (8%) were most frequently mentioned.

The factor retention had the smallest effect size on the results and
only short retention times (immediate deletion or storing for a week)
had a significant, positive effect on the comfort level. This is in line
with the qualitative results were, about 25% of those that mentioned
a specific factor in their answers referred to how long their data
was stored. Those that explicitly mentioned a time span favored a
retention time of less than a week.

4.2.2 Predicting Comfort Level
As explained in Section 3, we trained a machine learning model to
predict a participant’s comfort based on the significant factors and
interactions determined through model selection. The results are
shown in Table 5.

The classifier achieved an average accuracy of around 81% over
50 different participants when either 100% or 75% of the other
participants’ answers are used as training data.

There is a sizable difference in precision and recall depending on
whether (1) predictions are counted as correct whenever participants
expressed neither a positive nor a negative opinion or (2) scenarios
in which participants did not express an opinion are removed from

Factor Estimate Std
Err

Z-
value

p-
value

BIC

data type:happening today 14633
baseline=friend’s house:not happening today

video:happening today 1.39 0.20 6.83 0.00
biometric:happening today 0.89 0.15 5.80 0.00

presence:happening today 0.91 0.18 12.57 0.01
temperature:happening

today
0.95 0.22 4.26 0.00

data (baseline=specific position) 15843
biometric -1.45 0.13 -11.12 0.03
presence 1.42 0.16 8.99 0.00
temperature 2.50 0.20 12.57 0.00
video -0.30 0.19 -1.62 0.11

user perceive benefit:location 15866
baseline=beneficial:friend’s house

not beneficial:department
store

0.00 0.32 0.00 0.99

purpose unspeci-
fied:department store

-0.07 0.24 -0.30 0.76

not beneficial:house -0.15 0.48 -0.30 0.76
purpose unspecified:house 0.05 0.28 0.19 0.85
not beneficial:library -0.45 0.33 -1.38 0.00

purpose unspecified:library -0.17 0.24 -0.70 0.48
not beneficial:public re-

stroom
-0.40 0.36 -1.10 0.27

purpose unspecified:public
restroom

-0.48 0.26 -1.85 0.01

not beneficial:work -0.49 0.36 -1.38 0.17
purpose unspecified:work -0.11 0.24 -0.47 0.63

being shared:user perceived benefit 15969

baseline=not being shared:beneficial
being shared:not beneficial -0.71 0.19 -3.70 0.00
shared:purpose unspecified 0.37 0.13 2.94 0.02

user perceived benefit (baseline=beneficial) 16055
not beneficial -1.88 0.34 -5.60 0.00
purpose unspecified -1.30 0.25 -5.26 0.04

retention:user perceived benefit 16058
baseline =unspecific:not beneficial)

not deleted:not beneficial -0.12 0.22 -0.06 0.96
purpose specific:not benefi-

cial
-0.30 0.28 -1.08 0.28

week:not beneficial 0.49 0.23 2.11 0.00
year:not beneficial 0.10 0.24 0.39 0.69
not deleted:purpose unspeci-

fied
-0.43 0.16 -2.69 0.00

week:purpose unspecified -0.29 0.16 -1.76 0.07
year:purpose unspecified -0.22 0.17 -1.31 0.19

happening within 2 years (baseline=disagree) 16199
agree 0.96 0.11 9.01 0.00

happen today (baseline=disagree) 16491
agree 10.98 333.4 0.03 0.97

location (baseline=friend’s house) 17987
library 1.00 0.18 5.54 0.00
work 0.87 0.18 4.82 0.01
house -0.88 0.20 -4.34 0.00
department store 0.76 0.18 4.24 0.00
public restroom 0.29 0.19 1.48 0.14

being shared (baseline=not being shared) 18079
being shared -0.68 0.09 -7.86 0.00

IUIPC
collection -0.59 0.05 -11.47 0.04 18081

retention (baseline=not specified) 18103
week 0.25 0.11 2.25 0.00
year 0.16 0.11 1.45 0.14
purpose specific 0.0.56 0.15 4.85 0.02
not deleted 0.10 0.10 0.99 0.32

Table 4: Generalized linear mixed model regression output for the comfort
level model. A positive estimate (effect size) indicates inclination toward
comfort and a negative estimate shows inclination toward discomfort. Factors
are ordered by their contribution: the factor with the lowest BIC contributes
most to explaining participants’ comfort level.

the test data. As per the discussion in Section 3.2.3, both ways of
measuring performance are indicative of the utility of using a similar
classifier in practice.
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Class. Training Neutral Acc. Prec. Recall
ABC 100% (1,006) correct 81.06% 73.86% 83.06%
ABC 100% (1,006) excluded 77.53% 54.50% 63.49%
ABC 75% (755) correct 81.79% 71.30% 78.34%
ABC 75% (755) excluded 77.67% 54.48% 60.77%
SMC 100% (1,006) correct 72.03% 71.33% 40.92%
SMC 100% (1,006) excluded 67.96% 0% 0%

Table 5: Accuracy, precision, and recall of (1) ABC: the AdaBoost classifier
(with logistic regression as the base learner) and (2) the SMC: simple major-
ity classifier, for predicting a user’s comfort level with an instance of data
collection. “Training” indicates the fraction (and number) of non-test partici-
pants used to train the classifier. “Neutral” indicates whether predictions are
always counted as correct if a participant didn’t indicate a preference for that
scenario (“correct”) or whether such scenarios are removed from the test set
(“excluded”).

Class. Training Acc. Prec. Recall
ABC 100% (1,006 users) 79.09% 76.79% 82.32%
ABC 75% (755 users) 79.09% 76.79% 82.32%
SMC 100% (1,006 users) 52.58% 0% 0%

Table 6: Accuracy, precision, and recall of (1) ABC: the AdaBoost classifier
(with logistic regression as the base learner) and (2) SMC: the simple major-
ity classifier, for predicting a user’s decision to allow or deny data collection.
“Training” indicates the fraction (and number) of non-test participants used
to train the classifier.

Table 5 also describes the performance of our simple majority clas-
sifier that uses all non-test participants’ answers as training data.
These results form a baseline for understanding the performance of
the AdaBoost classifier. Although a majority classifier is correct
about 70% of the time, AdaBoost additionally correctly predicts
more than a third of the predictions that the majority classifier gets
wrong.

4.3 Allowing or Denying Data Collection
4.3.1 Factors Impacting Allow/Deny Decisions
We found a set of factors that can explain participants’ response
to the question: “If you had the choice, would you allow or deny
this data collection?” We again ordered factors with respect to
their effect size. The interaction of data_type and location has the
most impact while shared has the smallest effect. By looking at
the coefficient of the levels within each factor we can claim that
participants were most likely to deny data collection in scenarios in
which their presence was being collected at their workplace. Also,
knowing that the data was being shared had the least effect on
their preference to deny a data collection. In this model a positive
estimate shows likeliness to deny and a negative estimate shows the
likeliness to allow a data collection scenario. The regression results
are shown in Table 7.

Among the common statistically significant factor levels, the ones
that made participants more likely to be comfortable with a data
collection also made them more likely to allow the data collec-
tion. Many factors were in line between the two models of comfort
level and allow/deny such as data_type, location, user_perceived-
_benefit, shared, retention, happening_today, and within_two-
_years. However, the best model that described participants’ com-
fort level (Section 4.2) was not the same as the best model that
described the desire of participants to allow or deny a data collec-
tion. For example, we found that the interaction between data_type
and location was the most helpful factor in the allow/deny model,

Factor Estimate Std
Err

Z-
value

p-
value

BIC

data:location 15232
baseline=specific position:friend’s house

biometrics:department store 1.58 0.24 6.38 0.01
presence:department store 1.22 0.37 3.3 0.00
temperature:department

store
1.61 0.55 2.94 0.00

video: department store -0.99 0.21 -4.83 0.00
presence: house 0.42 0.41 1.02 0.31
temperature: house 0.23 0.42 0.54 0.58
biometrics:library 1.16 0.23 5.01 0.01
presence:library 1.55 0.37 4.1 0.01
temperature:library 1.52 0.43 3.52 0.00
video:library -0.5 0.2 -2.46 0.00
presence:public restroom 1.87 0.36 5.11 0.00
temperature:public restroom 1.54 0.38 3.99 0.00
video:public restroom 1.36 0.36 3.77 0.00
presence:work 2.11 0.34 6.1 0.03

temperature:work 1.66 0.39 4.29 0.00
being shared:user perceived benefit 15297
baseline=not being shared:beneficial

being shared:not beneficial 0.62 0.19 3.26 0.00
shared:purpose unspecific -0.27 0.12 -2.1 0.04

retention:user perceived benefit 15352
not deleted:not beneficial -0.147 0.226 -0.65 0.515
purpose-specific:not benefi-

cial
0.39 0.248 1.37 0.17

week:not beneficial -0.126 0.24 -0.52 0.6
year:not beneficial -0.17 0.24 -0.68 0.49
not deleted:purpose unspeci-

fied
0.45 0.16 2.81 0.02

week:purpose unspecified 0.76 0.16 4.52 0.00
year:purpose unspecified 0.48 0.17 2.85 0.01

user perceived benefit (baseline=beneficial) 15374
not beneficial 2.85 0.17 16.38 0.00
purpose unspecified 1.67 0.17 9.92 0.01

data:happening today 15525
baseline=friend’s house:not happening today

video:happening today -1.39 0.22 -6.26 0.00
biometric:happening today -0.78 0.16 -4.89 0.00
presence:happening today -0.95 0.19 -5.02 0.02
temperature:happening

today
-0.9 0.23 -3.87 0.00

happening within 2 years:benefit of scenario 15986
baseline=disagree:benefit to company

agree: purpose unspecified 0.12 0.36 0.34 0.73
agree:benefit to user -0.38 0.23 -1.64 0.00

happening within 2 years (baseline=disagreement) 16751
agreement -0.72 0.20 -3.7 0.03

data (baseline=specific position) 16872
biometric 0.01 0.24 0.06 0.95
presence -2.87 0.35 -8.01 0.00
temperature -3.66 0.37 -9.66 0.00
video 0.43 0.23 1.82 0.07

happening today (baseline=disagreement) 17112
agreement -11.01 349.4 -0.03 0.97

benefit of scenario (baseline=benefit to company) 18188
benefit to user -0.46 0.20 -2.30 0.01
purpose unspecified -1.17 0.27 -4.34 0.00

location (baseline=friend’s house) 18569
library -1.87 0.29 -6.34 0.02
work -1.96 0.27 -7.34 0.01
house 0.54 0.35 1.52 0.13
department store -1.58 0.29 -5.3 0.00
public restroom -1.23 0.29 -4.17 0.04

retention (baseline=not specified) 18669
week -0.55 0.11 -4.72 0.02
year -0.32 0.11 -2.79 0.00
purpose-specific -0.70 0.12 -5.76 0.00
not deleted -0.03 0.11 -0.26 0.79

being shared (baseline=not being shared) 18707
being shared 0.52 0.10 5.41 0.00

Table 7: GLMM Regression Output for the allow-deny model. A positive
estimate shows likeliness to deny and a negative estimate shows the likeliness
to allow. Factors are ordered by their contribution: the factor with the lowest
BIC contributes most to explain participants’ desires to allow or deny a data
collection.
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but this factor was shown to be non-significant in explaining the
comfort level. This suggests that being comfortable with a specific
data collection instance does not automatically mean that someone
would allow it to occur, given the choice.

In the free text answers to the questions about what would make
them feel comfortable or uncomfortable with data collection, about
11% of all participants mentioned some type of ability to control
collection or use as a requirement for comfort, though our scenarios
did not include such a feature. Nevertheless, participants expressed
interest in a variety of ways to control their personal information.
Within the group that mentioned it, 33% wanted to be granted
the ability to delete their data; this would make them feel more
comfortable. Another 30% wanted to be asked for consent first, and
27% desired the ability to opt out of the data collection at any time.
Multiple participants acknowledged that they would probably not
make use of the control options, were they provided.

4.3.2 Predicting Allow/Deny Decisions
Using the significant factors and interactions we determined from
the model selection, we trained a machine learning model to predict
an individual’s decision to allow or deny data collection. The results
are shown in Table 6. In this experiment, a prediction is made based
on the class (allow or deny) that had the higher probability in the
prediction. Averaged over 50 test participants, accuracy ranged from
76% to 80% depending on whether we used most (75%) or all of
the other participants’ data during training.

Table 6 also describes the results of our simple majority classifier
when using all other participant’s answers as part of the training
data. Similar to when predicting comfort, we use the results of this
experiment as an intuitive baseline for understanding how well a
classifier does if it simply uses the most prevalent preference in the
training data.

The average accuracy of the majority classifier of barely over 50%
shows that participants’ collective preferences were sufficiently
evenly split between wanting to allow and deny data collection in
general; hence, a classifier that takes more context into account is
necessary for effective prediction. The precision and recall values
are 0 because the majority class was always to deny data collection,
resulting in no true positives ever being predicted, which is clearly
not representative of an individual’s actual preferences.

Understanding how well we can predict an individual’s decision to
allow or deny data collection is useful in applications such as where
a system pre-populates a privacy control panel with an individual’s
predicted responses. If an individual changes a pre-populated con-
trol (i.e., responding with something different than the system’s
prediction), the system can update its model with this new “correct”
answer. Iteratively refining answers until the system is very confi-
dent about a decision will ultimately lead—our results suggest—to
the majority of answers specific to an individual being predicted
with high confidence.

4.4 Data Collection Notification Preferences
We presented participants with questions asking how often they want
to be notified about a data collection with three different frequencies.
The frequencies are whether they would want to be notified 1) every
time, 2) once in a while, or 3) only the first time the data is collected.
They were asked to answer their preferences for all three types of
notifications on a five point Likert scale ranging from “Strongly
Agree” to “Strongly Disagree.”

The best models for describing the three frequencies of notifications

Factor Estimate Std
Err

Z-
value

p-
value

BIC

data:user perceived benefit 13467
baseline=friend’s house:not beneficial

biometrics:not beneficial 0.09 0.21 0.46 0.64
presence:not beneficial -0.49 0.24 -2.04 0.00
temperature:not benefi-

cial
-0.38 0.35 -1.1 0.27

video:not beneficial 0.48 0.22 2.19 0.00
biometrics:purpose un-

specified
0.88 0.42 2.12 0.01

presence:purpose unspec-
ified

-0.04 0.48 -0.08 0.93

temperature:purpose un-
specified

-0.71 0.46 -1.55 0.12

video:purpose unspeci-
fied

-0.19 0.47 -0.42 0.67

data:happening within 2 years 13591
baseline = friend’s house:disagree

video:agree -0.48 0.34 -1.44 0.15
biometric:agree -0.01 0.24 -0.04 0.96
presence:agree -0.76 0.33 -2.31 0.02
temperature:agree -0.11 0.39 -2.28 0.78

being shared:data (baseline = not being shared:specific position) 13738
being shared:data 13738
baseline = not being shared:specific position

being shared:presence 0.96 0.22 4.39 0.00
being shared:temperature -0.27 0.2 -1.32 0.18
being shared:video 0.73 0.17 4.2 0.01

data (baseline = specific position) 14198
biometric 0.17 0.44 0.39 0.7
presence -0.57 0.54 -1.07 0.29
temperature -1.66 0.54 -3.07 0.00
video -0.02 0.52 -0.03 0.98

happening within 2 years (baseline = disagree) 14697
agree -0.27 0.19 -1.42 0.15

user perceived benefit (baseline = beneficial) 14923
not beneficial 0.89 0.16 5.45 0.00
purpose unspecified 0.69 0.35 1.94 0.04

benefit of scenario:location 15281
baseline = benefit to company:friend’s house

benefit to
user:department store

-0.01 0.25 -0.02 0.98

purpose unspeci-
fied:department store

0.13 0.28 0.46 0.65

benefit to user:house -0.65 0.27 -2.38 0.01
purpose unspeci-

fied:library
0.71 0.22 3.18 0.00

benefit to user:library 0.31 0.25 1.28 0.2
benefit to user:public re-

stroom
0.16 0.25 0.62 0.54

benefit to user:work 0.29 0.24 1.18 0.23
benefit of scenario (baseline = benefit to company) 15421

benefit to user -0.26 0.41 -0.66 0.51
purpose unspecified -0.77 0.36 -2.12 0.00

location (baseline = friend’s house) 15471
library -1.11 0.19 -5.58 0.01
work -1.09 0.19 -5.57 0.00
house 0.79 0.21 3.81 0.00
department store -0.69 0.20 -3.41 0.03
public restroom -0.29 0.19 1.48 0.14

being shared (baseline = not being shared) 15539
being shared 0.17 0.11 1.62 0.11

Table 8: Generalized Linear Mixed Model Regression output for every-time
notification. A positive coefficient (estimate) shows likeliness of participants’
desire to get notification about a data collection every time. Factors are
ordered by their contribution: the factor with the lowest BIC contributes
most to explain participants’ preferences about every-time notification.

revealed that participants’ preferences for notification changes based
on the factors and levels of factors. The three significant factors that
were common between all the models were: data_type, location,
and the interaction of these two factors. In these models positive
coefficients (estimate) show likeliness of participants’ desire to get
notification about a data collection.
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In the free text answers, 41% of all participants mentioned that being
informed would help them feel comfortable, indicated by phrases
like “I would want to know...” or “If they would tell me...”. Within
that group, purpose, a factor heavily dependent on data_type and
location, was mentioned by the majority (66%) as something that
they would want to be informed about. It was followed by retention
(35%), a factor not found in the model. 15% also explicitly requested
information on who would be collecting the data (code “collector”).
In addition, 13% of this group wanted to be informed about who is
accessing the data and 5% want to be informed about steps taken
to ensure the security of the collected data. Eight percent of the
participants showed some kind of mistrust related to the purpose
of data collection described in the scenarios. This was expressed in
various ways, from demanding to know “exactly” what was stored
and requesting “guarantees” to asking for honesty or expressing
general concern about their privacy.

P928: I like honesty, and with companies being honest
and open about why they are sharing data, it makes it a
lot easier for me to be comfortable.

More detailed information was also requested about potential risks
and how their data was protected against misuse.

4.4.1 Notification Every Time
We measured participants’ preferences to get notified about a type
of data collection every time it occurred by their answers to the
question “I would want my mobile phone to notify me every time
this data collection occurs.” The factors in the order of their size of
effect are shown in Table 8. The most effective factor in explaining
participants’ desire to be notified every time was the interaction
between data_type and user_perceived_benefit, while the factor
that had the smallest effect size was shared. Looking at the levels
of these factors, it seems that participants were most likely to want
to be notified every time when their biometrics were being collected
for an unspecified purpose. Also, knowing that the data was being
shared had the least effect on participants’ desire to be notified every
time the data collection occurred.

4.4.2 Notification Once in a While
We measured participants’ preferences to being notified only once
in a while about a type of data collection by their answers to the
question “I would want my mobile phone to notify me every once in
a while when this data collection occurs.” The results in the order
of effect size are shown in Table 9. The model selection algorithm
showed that the most effective factor in explaining participants’
desire to be notified once in a while was data_type and the least
effective factor was the interaction between data_type and loca-
tion. The coefficients of the levels within these factors show that
participants were most likely to want to be notified every once in a
while when their biometric was being collected and their desire to get
notification every once in a while was least effected by knowing that
their presence was being collected while they were at a department
store.

4.4.3 Notification the First Time
We measured participants’ preferences to being notified only the
first time about a type of data collection by their answers to the
question, “I would want my mobile phone to notify me only the first
time this data collection occurs.” Table 10 shows the factors we
got from the model selection in order of the effect size. The most
effective factor in explaining participants’ desire to be notified for
the first time was user_perceived_benefit and the factor with the

Factor Estimate Std Err Z-value p-value BIC

data (baseline = specific position) 14172
biometric -0.56 0.16 -3.35 0.00
presence -0.07 0.24 -0.27 0.78
temperature -0.03 0.25 -0.13 0.9
video -0.42 0.14 -3.07 0.01

IUIPC
control -0.29 0.07 -4.03 0.00 14231

location (baseline = friend’s house) 14238
library 0.48 0.22 2.21 0.02
work 0.64 0.18 3.63 0.00
house 0.31 0.19 1.63 0.1
department store 0.29 0.22 1.36 0.18
public restroom 0.26 0.22 1.19 0.23

data:location 14243
baseline=specific position:friend’s house

biomet-
ric:department store

0.24 0.21 1.14 0.26

biometric:library -0.02 0.2 -0.09 0.92
presence:department

store
-0.62 0.29 -2.14 0.00

presence:home -0.001 0.27 -0.006 0.99
presence:library -0.85 0.29 -2.83 0.00
presence:public re-

stroom
-0.67 0.29 -2.29 0.03

presence:work -0.48 0.25 -1.87 0.61
tempera-

ture:department store
-0.76 0.38 -1.98 0.00

temperature:home 0.52 0.28 1.86 0.62
temperature:library -1.34 0.33 -4.06 0.00
temperature:public re-

stroom
-0.86 0.31 -2.87 0.00

temperature:work -0.87 0.28 -3.12 0.04
video:department store -0.09 0.19 -0.48 0.62
video:library -0.11 0.19 -0.54 0.59
video:public restroom -0.30 0.25 -1.20 0.22

Table 9: Generalized Linear Mixed Model Regression output for once-in-
a-while notification. A positive coefficient (estimate) shows likeliness of
participants’ desire to get notification about a data collection every once in a
while. Factors are ordered by their contribution: the factor with the lowest
BIC contributes most to explain participants’ preferences for once-in-a-while
notification.

smallest effect size was the interaction between the data_type and
location. More specifically, participants were most likely to want
to get a notification only the first time if the data collection was not
beneficial to them. Also their desire to get notified only for the first
time was least effected when their biometric was being collected
while they were at a department store.

4.4.4 Summary of Data Collection
At the end of each survey, we asked participants the question “Keep-
ing in mind the 14 scenarios, how often would you be interested in
seeing a summary of all such data collection?” Participants could
select either every day, every month, every year, or never. Answers
varied, with 23% (n = 232) saying they would like a daily summary
and 63% (633) selecting a monthly summary. Additionally, 8% (85)
would have liked a summary every year and 6% (57) never wanted
to receive one.

5. LIMITATIONS
Our study has limitations common to many user studies and to user
studies in the area of privacy. Although the demographic attributes
of the participant group are, except for the reported income, close to
the US average, Mechanical Turk workers do not reflect the general
population. Prior research has shown that Mechanical Turk workers
are more privacy-sensitive than the general population [16]. It has
also been has shown that self reports about privacy preferences
often differ from actual behavior. This is referred to as the “privacy
paradox” [10, 1]. Our study may be susceptible to this bias because
the scenarios were abstract and participants were asked to imagine
themselves in situations they may not have encountered. In addition,
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Factor Estimate Std
Err

Z-
value

p-
value

BIC

user perceived benefit (baseline=beneficial) 14487
not beneficial -0.47 0.07 -7.09 0.01
purpose unspecified -0.32 0.05 -6.08 0.00

location (baseline=friend’s house) 14567
library 0.74 0.22 3.37 0.02
work 0.86 0.18 4.76 0.00
house 0.08 0.19 0.41 0.68
department store 0.75 0.22 3.36 0.03
public restroom 0.61 0.22 2.81 0.00

data (baseline=specific position) 14587
biometric 0.17 0.17 1.02 0.31

presence 0.78 0.24 3.24 0.00
temperature 0.81 0.25 3.30 0.00
video 0.00 0.13 -0.02 0.99

data:location 14617
baseline = specific position:friend’s house

biometric:department store -0.58 0.21 -2.79 0.00
biometric:library -0.30 0.2 -1.51 0.13
presence:department store -1.05 0.29 -3.66 0.00
presence:home -0.23 0.27 -0.83 0.41
presence:library -1.19 0.29 -4.02 0.02
presence:public restroom -1.19 0.29 -4.13 0.00
presence:work -0.48 0.25 -1.86 0.06
temperature:department

store
-1.61 0.38 -4.26 0.00

temperature:home 0.23 0.28 0.82 0.41
temperature:library -1.35 0.32 -4.18 0.00
temperature:public restroom -1.09 0.31 -3.58 0.00
temperature:work -1.17 0.28 -4.19 0.01
video:department store -0.16 0.19 -0.85 0.39
video:library -0.17 0.19 -0.89 0.37
video:public restroom -0.54 0.25 -1.20 0.22

Table 10: Generalized Linear Mixed Model Regression output for first-
time-only notification. A positive coefficient (estimate) shows likeliness of
participants’ desire to get notification about a data collection only the first
time. Factors are ordered by their contribution: the factor with the lowest
BIC contributes most to explain participants’ preferences for first-time-only
notification.

some of the scenarios in our study were designed to be realistic based
on common data collection and use practices that are happening

today, while others were designed to be more forward-looking. We
decided to have some less-realistic scenarios because we hypoth-
esized that there is a relation between participants’ comfort level
about each vignette and their perception of how realistic it is. Nev-
ertheless, participants may have been asked about situations which
they are not typically put in, influencing their decisions.

Despite these limitations, presenting a large variety of scenarios to
participants allowed us to explore situations that do not currently
happen but may be similar to situations that will happen in the future.
Since the Internet of Things is still an emerging field, it is not pos-
sible to describe situations that are realistic to all participants who
may never have had an IoT device or never have faced a situation in
which an IoT sensor is collecting data.

6. DISCUSSION
Our results demonstrate varied privacy concerns, both across IoT
scenarios and across participants. Our results also indicate that
participants are more comfortable about data collection when classi-
cal privacy and data protection rules, such as the Fair Information
Practices, are applied and individuals are given an explanation about
why their data is being collected. However, other results underline
the need for technology to support the awareness of data collection
and that can meet the different desires for being notified.

6.1 Privacy Preferences Are Complex
How individuals feel about different data collection scenarios de-
pends on various things. Individual preference play as much a role

as social norms and expectations.

On one hand, our analyses show that participants are largely in
agreement on a number of practices where social norms are in place
that define what is acceptable and what is not. For example, partici-
pants expressed more comfort with data collection in public spaces,
but rejected scenarios that described video cameras used in private
rooms and shared with law enforcement. This is likely related to a
long, western tradition of public/private dichotomy. However, this
dichotomy is challenged by smart-home technology with central-
ized, cloud-based services that do not follow expectation of “what
happens at home stays at home.” For example, Samsung received
criticism for advising the public not to have private conversations in
front of their smart TV [14] as it uses a third party speech-to-text
service for voice commands. Smart-home device manufacturers
should be aware and respectful of individuals’ mental models of
data collection within the home and do their best to communicate
practices that may be surprising to their customers.

On the other hand, we saw a large number of scenarios in which
there was no clear indication of what is generally acceptable. For
example, participants showed a high variance in the level of comfort
with respect to the collection and storage of movement patterns at
their workplace for the purpose of optimizing heating and cooling.
Social norms have yet to emerge with respect to technology that
has just recently become available. However, scenarios like these
also reflect how individual preferences might differ in the long run.
Individuals have to weigh their potential loss of privacy, due to cam-
era surveillance against the benefit of reduced energy consumption.
The complexity of this individual decision process is also reflected
by the fact that our models describing the comfort level and the
choice to allow or deny a data collection do not completely overlap.
Here individual concerns about what might happen to the data, in
combination with personal experience (e.g., how much one trusts
her employer), play a role in determining whether or not one feels
comfortable with the data collection and will allow it.

6.2 Addressing Privacy Concerns
Both the qualitative and quantitative data show that participants pre-
fer anonymous data collection. Temperature and presence sensors
produce data that are not immediately identifying and participants
consistently expressed higher comfort with these scenarios. This
finding was further reinforced by our free-text results, as anonymous
data was the second most mentioned preference for data collection.
This is further confirmed through interviews done in a previous
study [7]. The relatively high discomfort with data inference, com-
bined with high comfort regarding collection of anonymous data
indicates that people may be generally unaware that with the Internet
of Things it will be easier to re-identify individuals from otherwise
anonymous data. In light of our findings, it is likely that this is
something that would cause discomfort. This gap in understanding
should be kept in mind when providing privacy information for IoT
data collection.

We found that participants favor short retention times and are more
comfortable when data is deleted after its purpose is met, or not kept
longer than a week. Insights from the free-text responses indicate
that this is related to an increased awareness of data breaches, the
fear of misuse of data, and concerns regarding bad data security
practices at companies. As previous research has shown, a growing
number of people have already experienced misuse of their data [34].
With the growing number of IoT devices, the probability of data
breaches further increases, resulting in higher concern and less
trust in the technology. To address these types of concerns, IoT
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device manufacturers should take precautions, both technical and
administrative, to protect their customers’ data and communicate
these practices to the public.

6.3 Towards Awareness and Control
Approaches for eliciting consent or providing information are less
likely to work in the IoT setting. For example, a classic privacy
policy cannot be shown on many types of IoT devices, such as
a smart watch. Still, people demand information about the entity
collecting data, the purpose of the collection, the benefit they receive
from it, and the retention period of the collected data.

In open-ended responses, participants explicitly asked for trans-
parency in data collection and its handling. Discomfort increases
when data is shared with third parties or used to infer additional
information. Participants want to be informed not only about the
purpose of data collection and the handling of data, but also possible
security risks associated. This finding is also confirmed by previous
work which found through interviews that transparency about the
data collected and the purpose of the collection influence comfort
levels for data collection by IoT devices [7].

Additionally, our results show that how often and about what par-
ticipants want to be informed is greatly dependent on individual
comfort levels. But information requests also heavily depend on
whether or not individuals think a use of their data is beneficial
to them or serves a greater good. To answer this question even
semi-automatically requires more specific and neutral information
about the purpose of a data collection. We also saw that two thirds
of participants would appreciate a monthly summary about what
data has been collected about them (see section 4.4).

To develop technical support for this is a major challenge in a frac-
tured IoT landscape that still lacks standardization. One option to
streamline these efforts, at least on a smaller scale like in smart
homes, would be to build upon the Manufacture Usage Descrip-
tion Specification [11] to include information on purposes of data
collection and simplify the aggregation of information about data
collection.

Our analysis suggests that many people want to retain control of their
personal data. Future IoT services should take this into consideration
when designing privacy notices instead of creating more “one-size
fits all” policies.

More specifically, we suggest the adoption of the idea of personal-
ized privacy assistants (PPA) already used in the context of mobile
apps [25]. A PPA may be a tool or agent running on behalf of each
individual that can proactively predict their decision to allow or
deny data collection, relieving the individual of making decisions
when they can be predicted with high accuracy. This predictive
model could be used to, i.e., pre-populate a privacy control panel
with individuals’ preferences. In a deployed system, we could use a
form of online machine learning to continue to update the model to
a specific individual’s preferences. Our predictive model 4.3 showed
that with a few data points per individual (three), we could predict
the rest of their eleven answers with an average accuracy of 88%. In
a deployed system, we expect the model would have more specific
data points about individuals on which to base predictions, which
would be even more accurate.

7. CONCLUSIONS
In this paper we reported on a large-scale vignette study on privacy
concerns related to the Internet of Things. We asked 1,007 par-
ticipants to rate realistic scenarios about data collection occurring
in multiple contexts. Our results enhance the findings of previous,

mostly qualitative research with statistical evidence that identifies
specific factors that impact individuals’ privacy concerns. Among
these factors are the type of data that is collected, retention time,
third-party sharing, perceived benefit, and the location at which
an IoT device collects data. The statistical results are confirmed
by analyses of the free-text responses, which emphasize concerns
regarding the collection of biometric data as well as data collection
occurring in private spaces.

Based on our findings, we made recommendations for designing IoT
services and applications. People favor data collection in which they
cannot be identified immediately. They also do not want inferences
to be made from otherwise anonymous data. We found that partici-
pants want to be informed about various details of data collection,
such as what the data is used for and how long it will be stored.
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APPENDIX
Appendix material is formatted differently than what appeared in
the survey seen by participants.

A. SAMPLE SURVEY SCENARIO
You are at a friend’s house. All rooms have presence sensors that
are used to determine when to switch on and off the lights to
reduce costs and save energy. You are not told how long the
data will be kept.

Q1. This use of my data would be beneficial to me. (Answered
on a five point Likert scale from “Strongly Agree” to “Strongly
Disagree”)

Q2. I think scenarios like this happen today. (Answered on a five
point Likert scale from “Strongly Agree” to “Strongly Disagree”)

Q3. (If “disagree” or “strongly disagree” for Q2) I think scenarios
like this will happen within 2 years. (Answered on a five point
Likert scale from “Strongly Agree” to “Strongly Disagree”)

Q4. (If “disagree” or “strongly disagree” for Q3) I think scenarios
like this will happen within 10 years. (Answered on a five point
Likert scale from “Strongly Agree” to “Strongly Disagree”)

Q5a. How would you feel about the data collection in the situation
described above if you were not told with whom the data would be
shared, how long it would be kept or how long it would be used for?
(Answered on a five point Likert scale from “Very Comfortable” to
“Very Uncomfortable”)

Q5b. How would you feel about the data collection in the situation
described above if you were given no additional information about
the scenario? (Answered on a five point Likert scale from “Very
Comfortable” to “Very Uncomfortable”)

Q6a. I would want my mobile phone to notify me every time this
data collection occurs. (Answered on a five point Likert scale from
“Strongly Agree” to “Strongly Disagree”)

Q6b. I would want my mobile phone to notify me only the first time
this data collection occurs. (Answered on a five point Likert scale
from “Strongly Agree” to “Strongly Disagree”)

Q6c. I would want my mobile phone to notify me every once in a
while when this data collection occurs. (Answered on a five point
Likert scale from “Strongly Agree” to “Strongly Disagree”)

Q7. If you had the choice, would you allow or deny this data
collection? (Choices: Allow, Deny)

B. SUMMARY QUESTIONS
Q1. Keeping in mind the 14 scenarios, how often would you be
interested in seeing a summary of all such data collection? (Choices:
Every day, Every month, Every year, Never)

Q2. Keeping in mind the 14 scenarios, what would make you
comfortable with sharing data in such situations?

Q3. Keeping in mind the 14 scenarios, what would make you
uncomfortable with sharing data in such situations?

C. IUIPC QUESTIONS
Participants answered the following questions on a seven point
Likert scale from “Strongly Aagree” to “Strongly Disagree”

1. Consumer online privacy is really a matter of consumers’ right
to exercise control and autonomy over decisions about how
their information is collected, used, and shared.

2. Consumer control of personal information lies at the heart of
consumer privacy.

3. I believe that online privacy is invaded when control is lost or
unwillingly reduced as a result of a marketing transaction.

4. Companies seeking information online should disclose the
way the data are collected, processed, and used.

5. A good consumer online privacy policy should have a clear and
conspicuous disclosure. It is very important to me that I am
aware and knowledgeable about how my personal information
will be used.

6. It usually bothers me when online companies ask me for per-
sonal information.

7. When online companies ask me for personal information, I
sometimes think twice before providing it.

8. It bothers me to give personal information to so many online
companies.

9. I’m concerned that online companies are collecting too much
personal information about me.

D. DEMOGRAPHIC QUESTIONS
Q1. How old are you?

Q2. What is your gender? (Choices: Female, Male, Other, Prefer
not to answer)

Q3. What is the highest degree you have earned? (Choices: No high
school degree, High school degree, College degree, Professional
degree (masters/PhD), Associates degree, Medical degree, Prefer
not to answer)

Q4. What is your income range? (Choices: Less than $15,000/
year, $15,000/ year - $24,999/year, $25,000/ year - $34,999/ year,
$35,000/ year - $49,999/ year, $50,000/ year - $74,999/ year, $75,000/
year - $99,999/ year, $100,000/ year - $149,999/year, $150,000/year
- $199,999/ year, $200,000/ year and above, Prefer not to answer)
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