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Abstract
The Usable Privacy Policy Project researches methods and
techniques to semi-automatically analyze natural language
privacy policies and extract data practices described in
them. This effort aims to investigate and improve the ef-
fectiveness of notice and choice by informing public policy
and providing data practice information in more usable no-
tice formats to users. We present explore.usableprivacy.org
– a website that visualizes data practices in privacy poli-
cies and facilitates the interactive exploration of a privacy
policy’s content. Our website is based on a corpus of 115
annotated privacy policies, which cover 192 websites, mo-
bile apps, and service providers. Our website constitutes
a valuable tool for privacy researchers, activists, and reg-
ulators to gain insights on the structure, composition, and
content of privacy policies.
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Introduction
Natural language privacy policies have become a de facto
standard to provide “notice and choice” to users and con-
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sumers. Yet, there is ample evidence that users gener-
ally do not read these policies and that those who occa-
sionally do struggle to understand what they read [2, 7,
3, 8, 10]. Previous efforts on making the information in
privacy policies more accessible focused on machine-
readable formats, such as the Platform for Privacy Pref-
erences (P3P) [11], or on improving the usability of notice
formats [5, 6, 10]. However, such efforts rely on industry
action but often lack adoption incentives.

The Usable Privacy Policy Project1 investigates methods
and techniques to analyze natural language privacy poli-
cies by combining expert annotations and crowdsourcing
with natural language processing and machine learning [4,
13, 9, 1]. The goal is to semi-automatically extract rele-
vant data practices described in the privacy policies, and
present those features to users in an easy-to-digest format
that enables them to make more informed privacy decisions
as they interact with websites, mobile apps, and other ser-
vices. As part of this project, we compiled a corpus of 115
privacy policies with a total of 23,000 data practice state-
ments annotated by experts [12]. We created a website –
explore.usableprivacy.org – that visualizes these annotated
data practices in the context of the original privacy policies
and facilitates the interactive exploration of this rich dataset
(see Figure 1). The website provides the opportunity to gain
insights on the structure, composition, and content of pri-
vacy policies – for specific websites and across website cat-
egories. This makes it a valuable tool for interested users,
privacy researchers, activists, and regulators.

Next, we shortly introduce our corpus of annotated privacy
policies, before describing in more detail how our explore
website visualizes policy content and facilitates its explo-
ration.

1UPPP website: www.usableprivacy.org

Figure 1: Policy exploration website (explore.usableprivacy.org).

Privacy Policy Annotation Corpus
The data shown on our privacy policy exploration website
is the result of a large-scale annotation effort of privacy
policies from U.S.-based websites [12]. We developed
a frame-based annotation scheme to represent and ex-
tract privacy practice statements from privacy policies. We
capture nine categories of data practices: first part collec-
tion/use; third party sharing/collection; user choice/control;
user access, edit and deletion; data retention; data security
policy change; Do Not Track; and provisions for interna-
tional and specific audiences (e.g., children or California
residents). Each data practice category consists of a set
of practice attributes (e.g., information type, purpose), and
specific values (e.g., contact information).
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We collected a diverse set of 115 privacy policies, covering
192 websites. These websites stem from a diverse set of
website categories (all of DMOZ.org’s top-level categories
are represented) and include highly popular as well as long-
tail websites (according to their Alexa.com rank). Each of
these privacy policies was annotated by three experts. We
hired ten law students as expert annotators. Our annotators
used an online annotation tool, which presented policies
paragraph by paragraph and asked them to mark all de-
scribed data practices, by selecting respective categories
and selecting the attributes that describe the practice. For
each attribute value, annotators also marked the respective
policy text.

In total, our corpus of 115 policies contains 23K anno-
tated data practice statements, 128K annotated practice
attributes, and 103K annotated text spans. Note that each
policy was annotated by three annotators. This rich corpus
of annotations can serve as an evaluation standard for re-
search on machine learning, natural language processing
and crowdsourcing. It is also intended to provide insights
into the composition and content of privacy policies.

Privacy Policy Exploration Website
Our privacy policy exploration website currently has two
main functionalities: (1) facilitate navigation through the cor-
pus of annotated privacy policies and the covered websites,
and (2) visualization and in-depth exploration of a specific
privacy policy’s content. Thus, the site’s homepage, shown
in Figure 1, prominently displays a website search bar and
three randomly-selected example privacy policies, including
a miniature representation of a policy’s composition – col-
ors indicate where statements from different data practice
categories can be found in the privacy policy.

Figure 2: Privacy policies and
websites can be browsed by
website category (top), readability
scores (middle), and popularity
ranking (bottom).

Our website enables users to browse annotated privacy
policies and websites based on website category, read-
ability scores, and popularity ranking (see Figure 2). When
navigating to the browse page, the category view is shown
by default. It lists all website categories (retrieved from
DMOZ.org) and provides an overview of the websites an-
alyzed in each category. By grouping websites into cat-
egories, we facilitate the comparison of similar websites.
Note that a website may appear in multiple categories.
The other two browse views facilitate surveying websites
and their privacy policies ordered by either their readability
score (e.g., Flesch-Kincaid) or their US or global popularity
rank (according to Alexa.com)

Selecting a specific website opens the respective details
page. These details pages are the primary sources of in-
formation on the policy exploration website. Figure 3 shows
the details page for The New Yorker’s privacy policy.

The details page consists of four main parts. The website
name, URL and the website’s categories are listed at the
top. The left column provides access to the annotated pri-
vacy practices. The center part shows the actual privacy
policy text. The policy’s metadata such as its collection or
last updated date, readability score and practice statement
count is provided above the policy’s text. While we display
the Flesch-Kincaid Grade Level by default, clicking on the
grade level opens a modal dialog with further readability
scores. The policy metadata further includes the company’s
name, because multiple websites may be covered by the
same privacy policy. In this example, newyorker.com is cov-
ered by the Conde Nast privacy policy; other websites cov-
ered by the same policy are also listed as part of the policy
metadata. Annotated data practices are marked with color
highlights in the privacy policy text. A minimap on the right
of the policy text provides an overview of the policy’s com-



Figure 3: Privacy policy details page for The New Yorker.

position and provides navigational support when scrolling.
The policy minimap can also be clicked to jump to a specific
position. To ease first time use, we show an interactive tour
of the interface on a user’s first visit to explain the multiple
interactive components.

The privacy practices overview to the left of the policy text
facilitates deeper investigation of the policy content. Aside
from visualizing the frequency of statements in each cate-
gory, individual categories can be expanded to reveal de-
tailed statistics and filtering options for the category-specific
practice attributes and attribute values. Figure 4 shows the
first party collection/use category expanded. These filtering
options allow users to refine which data practice statements
are highlighted in the policy text and the minimap. Clicking
on any practice statement highlighted in the policy text

Figure 4: Expanding a data
practice category reveals
category-specific attribute statistics
and filtering options.

expands the corresponding practice category. It also dis-
plays a textual summary of the data practice, constructed
using a template-based approach for natural language gen-
eration, to help readers interpret the policy text.

With the tools provided by the policy details page, we be-
lieve users are equipped to quickly locate specific informa-
tion within a privacy policy, and drill-down to specific prac-
tice expressions, for example, statements that indicate col-
lection of information type, but are not clear on the purpose
or how it is collected (“Unspecified”).

Conclusions & Future Work
With the privacy policy exploration website, we make a rich
corpus of annotated privacy policies easily accessible to
privacy researchers, activists, regulators, and the general
public. Websites covered by annotated privacy policies can
be scrutinized for egregious practices, vague or abstract
descriptions, as well as privacy-friendly practices.

We plan to further improve our website by integrating se-
mantic analysis and search functionalities, which would al-
low to compose more complex queries and retrieve respec-
tive annotated data practices from multiple privacy policies.
In general, we plan to ease comparison of data practices
across multiple websites, as this also holds the potential to
highlight similar, yet privacy-friendlier websites.

Making raw annotation data available for download is also
a priority to facilitate further analysis and research with our
corpus. At the same time, we are also interested in inte-
grating features that enable assessment of policies by the
community and regular users. Our hope that interactive ex-
ploration tools can help stipulate and increase engagement
with privacy policies – documents everyone implicitly con-
sents to everyday when using any service, most without
reading them.
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