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Virtualization and Cloud Computing 

×Server Virtualization 

ÊConsolidates workload 

ÊSimplifies resource management 

ÊEnabling Utility-based Cloud Computing 
 

×Server Virtualization Technologies 

ÊGoal: Computing consolidation 

ÊDesign: Logically-separate but physically-shared 

ÊNOT equivalent to physically separated machines 

ÅNon-negligible differences expected, e.g. covert channels  
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The Threat of Covert Channels 

×Covert Channels 

ÊExploit imperfection in the isolation of shared resources 

ÊEnable communication bypassing mandatory access 
controls (i.e. data exfiltration) 

 

×On non-virtualized systems 

ÊFile system objects, network stack, shared processor cache, 
input device, etc. 

×On virtualized systems 

ÊNo practical exploit to date 
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Related Work 

×Precautionary Research 

Ê(ÅÙȟ ÙÏÕȟ ÇÅÔ ÏÆÆ ÏÆ ÍÙ ÃÌÏÕÄ ɉ2ÉÓÔÅÎÐÁÒÔ ÅÔ ÁÌȢȟ ##3ȭΦίɊ 

ÅBandwidth 0.02bps << 1bps by TCSEC 

Ê&ÏÌÌÏ× ÕÐ ÒÅÓÅÁÒÃÈ ɉ8Õ ÅÔ ÁÌȢȟ ##37ȭΧΧɊ 

ÅImproved bandwidth 3.2bps (~10% error rate) 

ÅConclusion: can do very limited harm in the cloud 

 

×Industry Response 

ÊAmazon EC2 Dedicated Instances 

ÅSignificant extra-ÃÏÓÔ ɉ4ÁÒÇÅÔÉÎÇ ÔÈÅ ȰÐÁÒÁÎÏÉÄ ÈÉÇÈ-ÅÎÄȱȩɊ 
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Project Outline 

×Understand Existing Cache Covert Channel 

Ê7ÈÙ ÉÔ ÄÏÅÓÎȭÔ ×ÏÒË ÉÎ ÔÈÅ #ÌÏÕÄ 

 

×Design a New Covert Channel 

ÊTargeting cross-VM communication 

 

×Realistic Evaluation 

ÊIn-house and on Amazon EC2 
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Struggles of Cache Covert Channel 

×Classic Cache Channel 

ÊA hybrid timing & storage channel 
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Struggles of Cache Covert Channel 

×Classic Cache Channels 
ÊWorks very well on hyper-threaded processor 

ÅBandwidth ~400 kilo bytes/sec 

        ~3,000,000 bits/sec 

ÊPerforms very poorly on virtualize environment 

ÅBandwidth ~1 bit/sec 

 

×Reasons for Struggling 
ÊAddressing Uncertainty 

ÊScheduling Uncertainty 

ÊCache Physical Limitation 
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Struggle #1: Addressing Uncertainty 

×Virtualization 

ÊAdditional Layer of Indirection (or, complication) 

         VM 2    VM 1  
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Struggle #2: Scheduling Uncertainty 

×#ÁÃÈÅ Ȱ2ÏÕÎÄ-ÔÒÉÐȱ 2ÅÑÕÉÒÅÍÅÎÔ 

 

 
 

 

×Strict Round-Robin Scheduling 
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Struggle #2: Scheduling Uncertainty 

×Too Many Invalid Scheduling Alternatives 
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Struggle #3: Physical Limitation 

×Require stably shared cache, however 

ÊNon-participating workload destabilize the cache 

ÊCores between physical processors do not share cache! 
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Project Outline 

×Understand Existing Cache Covert Channel 

Ê7ÈÙ ÉÔ ÄÏÅÓÎȭÔ ×ÏÒË ÉÎ ÔÈÅ #ÌÏÕÄ 

 

×Design a New Covert Channel 

ÊTargeting cross-VM communication 

 

×Realistic Evaluation 

ÊIn-house and on Amazon EC2 
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Redesigning Data Transmission 

×Change of Data Modulation Technique 

ÊCache region based encoding no longer suitable 

ÊState Patterns Č Timing Patterns 
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Redesigning Data Transmission 

×Change of Data Modulation Technique 

ÊCache region based encoding no longer suitable 

ÊState Patterns Č Timing Patterns 
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Redesigning Data Transmission 

×Change of Data Modulation Technique 

ÊCache region based encoding no longer suitable 

ÊState Patterns Č Timing Patterns 

 

×Change of Scheduling Requirement 

ÊSignal generation and detection are instantaneous 
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Demonstration 

×L2 cache channel using new transmission scheme 

ÊIntel Core2, Hyper-V, Windows Guests 

39 bits in 200ʈs  Č  190 kilo bits / sec 
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0ÒÏÇÒÅÓÓ 3Ï &ÁÒȣ 

 

×Addressing Uncertainty 

 

×Scheduling Uncertainty 

 

×Cache Physical Limitation 
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An Insurmountable Limitation 

×A shared cache is not guaranteed 

ÊVirtual processor migration results in frequent interruption 
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The Bus Contention Channel 

×,ÏÏË ÂÅÙÏÎÄ ÔÈÅ ÐÒÏÃÅÓÓÏÒ ÃÁÃÈÅȣ 

    ȣ ×Å ÓÅÅ ÔÈÅ ÍÅÍÏÒÙ ÂÕÓ 

Memory Bus 
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Exploiting Atomic Instructions 

×Atomic Instructions 

ÊSpecial x86 memory manipulations 

ÅEnsures operation atomicity 

Ê6ÅÒÙ ÕÓÅÆÕÌ ÆÏÒ ÔÈÒÅÁÄ ÓÙÎÃÈÒÏÎÉÚÁÔÉÏÎȣ 

    ȣ ÁÎÄ ÃÏÖÅÒÔ ÃÈÁÎÎÅÌÓ 
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Exploiting Atomic Instructions 

×Theory vs. Reality 

ÊTheoretical 

ÅPerformance impact is localized 
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Exploiting Atomic Instructions 

×Theory vs. Reality 

ÊTheoretical (Not Exploitable) 

ÅPerformance impact is localized 

ÊPre-Pentium Pro 

ÅAtomicity is implemented using bus lock signal 

Memory 
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Memory Bus 
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Exploiting Atomic Instructions 

×Theory vs. Reality 

ÊTheoretical (Not Exploitable) 

ÅPerformance impact is localized 

ÊPre-Pentium Pro (Exploitable) 

ÅAtomicity is implemented using bus lock signal 

ÊPentium Pro ~ Pre-Nehalem 

ÅBus lock is reduced, but not eliminated 
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Exploiting Atomic Instructions 

×When target data can be put on a cache line  

ÊCache line locking is performed 

×"ÕÔ ×ÈÅÎ ÔÁÒÇÅÔ ÄÁÔÁ ÓÐÁÎÓ Ô×Ï ÃÁÃÈÅ ÌÉÎÅÓȣ 

ÊReverts to old bus locking behavior 
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Exploiting Atomic Instructions 

×Theory vs. Reality 

ÊTheoretical (Not Exploitable) 

ÅPerformance impact is localized 

ÊPre-Pentium Pro (Exploitable) 

ÅAtomicity is implemented using bus lock signal 

ÊPentium Pro ~ Pre-Nehalem (Exploitable) 

ÅBus lock is reduced, but not eliminated 

ÊNehalem ~ ? 

ÅNo shared memory bus! 
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Exploiting Atomic Instructions 

×When target data can be put on a cache line  

ÊCache line locking is performed 

×"ÕÔ ×ÈÅÎ ÔÁÒÇÅÔ ÄÁÔÁ ÓÐÁÎÓ Ô×Ï ÃÁÃÈÅ ÌÉÎÅÓȣ 

ÊCoordinated flush of all in-flight memory operations 
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Exploiting Atomic Instructions 

×Theory vs. Reality 

ÊTheoretical (Not Exploitable) 

ÅPerformance impact is localized 

ÊPre-Pentium Pro (Exploitable) 

ÅAtomicity is implemented using bus lock signal 

ÊPentium Pro ~ Pre-Nehalem (Exploitable) 

ÅBus lock is reduced, but not eliminated 

ÊNehalem ~ ? (Still Exploitable) 

ÅNo shared memory bus! 

The College of 

   WILLIAM  o  MARY 

Demonstration 

×Memory Bus Channels 
  Intel Core2, Hyper-V, Windows VMs    Intel Xeon (Nehalem), Xen Linux VMs 

39 bits in 1ms  Č  38 kilo bits / sec 
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3Ï &ÁÒȟ 3Ï 'ÏÏÄȣ !ÎÄ Then? 

 

×Addressing Uncertainty 

 

×Scheduling Uncertainty 

 

×Cache Physical Limitation 
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Reliable Communication 

×The memory bus channel is quite noisy 

Contended 
Contention-Free 
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Reliable Communication 

×The memory bus channel is quite noisy 

Contended 
Contention-Free ~60 bits ~43 bits ~60 bits ȣ 
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Reliable Communication 

×Receiving Confirmation 
ÊNo Explicit Send-and-Ack 

ÊSimultaneous receiver detection 

ÅLeveraging the system-wide observable bus contention 

×Clock Synchronization 
ÊSelf-clock coding ɀ Differential Manchester Coding 

ÅStandard network coding used in token ring network 

×Error Correction 
ÊAgain, no Send-and-Ack 

ÊForward Error Correction ɀ Reed-Solomon Coding 

ÅUse for optical discs, satellite communication, etc. 
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Reliable Communication 

×Data Framing 

ÊSend data in small fixed-length packets 

ÊImproves resilience to interruptions and errors 

 

×Overview of Complete Protocol 
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