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Physalia Architecture
Physalia *Cell*

- Replicated state machine
- Configuration for one volume, or small set of volumes.
- K/V store API
- Strict serializable transactions
Minimize The Radius
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Lower Availability Blast Radius

More Redundancy
More Bisection Bandwidth
More Placement Options
Take Advantage of Eventual Consistency When You Can!

- Discovery Cache (clients discover nodes)
- Monitoring
- "Meta" control plane
Optimize for Blast Radius

• Minimize impact of partitions (and CAP tradeoffs),
• overload,
• software bugs &
• operational issues.

Build *humility* into the system.
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