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→ 1000 Races
Data races
C/C++
POSIX
Compilers can arbitrarily break racy programs
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  • Full path analysis ✓
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• Dynamic race detectors
  • Per-run analysis ✗
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  • Many false negatives ✗
  • Few false positives ✓

Existing detectors have important limitations
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- Collaborative race detection
  - *Full path analysis*
  - *Fast*
  - *Few false negatives*
  - *Few false positives*

Effectively detected 8 real races in two real programs with 1% overhead
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```
main() -> f()
main() -> g()
```

CFG entry
Static Race Detection
Static Race Detection

$x = 0$
Static Race Detection

Path 1

lock(l)

x = 1

unlock(l)
Static Race Detection

\[ x = 0 \]

Path 1

lock(l)

\[ x = 1 \]

unlock(l)

Path 2

lock(k)

\[ x = 2 \]

unlock(k)
Static Race Detection

\[ x = 0 \]

Path 1
lock(l)
\[ x = 1 \]
\[ LS_1 = \{l\} \]
unlock(l)

Path 2
lock(k)
\[ x = 2 \]
\[ LS_1 = \{k\} \]
unlock(k)
Static Race Detection

\[ x = 1 \quad \text{LS}_1 = \{l\} \quad x = 2 \quad \text{LS}_1 = \{k\} \]
Static Race Detection

\[ x = 1 \quad \cap \quad x = 2 \]

\[ LS_1 = \{1\} \quad \cap \quad LS_1 = \{k\} = \{\} \]
Static Race Detection

\[ x = 1 \quad \text{and} \quad x = 2 \]

\[ \text{LS}_1 = \{1\} \quad \cap \quad \text{LS}_1 = \{k\} = \{\} \]
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\[ x = 1 \quad \cap \quad x = 2 \]

\[ \text{LS}_1 = \{1\} \quad \cap \quad \text{LS}_1 = \{k\} = \emptyset \]

\[ \Rightarrow x = 1 \quad \text{and} \quad x = 2 \quad \text{are RACING!} \]

Top-down, flow sensitive, interprocedural, lockset-based
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- **Pod 1**
  - x = 1
  - x = 2
  - Executed
  - Deadlock

- **Pod 2**
  - x = 2
  - x = 1
  - Executed

- **Hive**
  - Race
  - Executed
  - Race Causes Deadlock
  - Executed
  - Race Causes Crash
  - Executed
  - Likely FP
  - Executed
  - Not Executed
  - Not Executed
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Comparison to Other Detectors

- Dynamic detectors have high overhead

<table>
<thead>
<tr>
<th></th>
<th>SQLite</th>
<th>Pbzip2</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoRD</td>
<td>0.99%</td>
<td>0.91%</td>
</tr>
<tr>
<td>ThreadSanitizer</td>
<td>972%</td>
<td>3,001%</td>
</tr>
</tbody>
</table>
Comparison to Other Detectors

- Dynamic detectors have high overhead

<table>
<thead>
<tr>
<th></th>
<th>SQLite</th>
<th>Pbzip2</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoRD</td>
<td>0.99%</td>
<td>0.91%</td>
</tr>
<tr>
<td>ThreadSanitizer</td>
<td>972%</td>
<td>3,001%</td>
</tr>
</tbody>
</table>

- Static detectors have false positives and don’t provide any classification
Summary

- Collaborative race detection
  - Statically detect races
  - Dynamically validate them
- Effective
  - Detected 8 real races in 2 real programs
- Efficient
  - Has < 1% overhead
Roadmap

- Synthesizing fixes
- Privacy implications
- Extension to other types of bugs