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Storage Disaggregation

Common in the cloud: Does not happen in HDD storage racks:
Compute racks Storage racks ASharednothing Servers )
—

. . ADirectattached Storage (DAS) =
’ . Strict HDD Ownership Principle,  bas

AHDDalways managed by the E:: 3
server to which it is physically| &<

Improves performance/cost:

.| attached DAS
Alndependent resource scaling @
ARack hardware specializatign Do we needackscale g/:; S \3
storage disaggregation? \__ DAs

Sergey LegtchenlpUnderstanding Rae&cale Disaggregated Storage



Rack-Scale HDD Storage Disaggregation

ARelaxing the HDD Ownership Principle
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AEnables 4 types of disaggregation:
AConfiguration Disaggregation | n reconfiguration during

AFailure Disaggregation normal operation
ADynamic Elastic Disaggregation Reconfiguration part of
AComplete Disaggregation normal operation
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No Reconfiguration during Normal Operation

General purpose storage rack

AConfiguration Disaggregation =) = —
' = —

AOne .rack for all workloads NERW . somiz- QMR Dorioy s QHER
A Configure once at deployment rack layout JIEEERY| regular storage §§§
AOptimized offline for workload S

Failed
server
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AFailure Disaggregation
AReconfigure on server failure
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Reconfiguration is part of Normal Operation

Low load

ADynamic Elastic Disaggregation =2
ADynamically adapt HDD-server ratio =
AHigh load: each server gets its fair share of HDDs X
ALow load: most HDDs attached to few servers ::::

AComplete Disaggregation
AReconfigure at IO granularity
AAny server can IO to any file on any HDD
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Summary of Disaggregation Scenarios

Configuration Failure Dynamic Elastic Complete
Dlsaggregatlon disaggregation Disaggregation Disaggregation

Storagestack Small Moderate High
redesign

Online controller No Not necessarily Yes Yes(on IO path)
Reconfiguration O(rack lifetime) O(server failures) O(hoursdays) O(IOrate)
frequency

Reconfiguration None Not undernormal Low High
overhead operation

Low High I
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A Fabric to Explore Rack-Scale Disaggregation

AStorage switch
A Custom hardware design
A Circuit switch abstraction
A160 ports @ &bpsgport

<= Crosspoint ASIC

SATA e SATA ’. - R Circiiits, between any-port palrs
N CIBA ‘i 1HDDs . - K Electrical sighal forwarding
T | SAS | SATA
\Eﬂ HBA SAS ( 1 SSDs
Enclosure
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Experience with Configuration Disaggregation

AEasy to enable
ANo controller
ANo reconfiguration overhead
AUnmodified software on servers

ASimplifies management & operation
AOne storage racfor all workloads

AAlso very useful for development
AWe use it on a daily basis! o
AFast instantiation of test configurations Our test setup for configuration disaggregation
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Experience with Failure Disaggregation

AHardware trends impact data availability:
AHDD and SSD capacities grow
AServers can have a LOT of dirattiched storage
Ae.g.:Petabytes of data per Pelican (cold storage) server
AOn failure, amount of data and time to recover increases

AFailure disaggregation improves availability
AReduces data unavailability to tens of seconds or less
ANo resources used to rebuild data o Prototybe nas
ANo reconfiguration overhead for normal operation A 2 servers
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Exploring Dynamic Elastic Disaggregation

Dynamic elastic
disaggregation

AStorage workloads are bursty setup
A Average server utilization is low
ALoad skew across servers

AOnline controller
AMonitors storage traffic in the rack
A Adapts HDRo-server ratio
ANot on the data path

ABetter server utilization

Storage
fabric

A Allows storage tiering within the rack \ s
ASome servers can host background jobs, spot VM instances ?AS
enclosures

Sergey LegtchenlpUnderstanding Rae&cale Disaggregated Storage



Complete Disaggregation, seriously?

ACan we reconfigure per 10?
Impact on throughput of switching after every 10:

Time to switch and mount SATA SSD: (no File system mount)
300 Max SSD bandwidth
% m Driver
g 200 m NTFS + Mount » 100
D a8) .
——Not Switched
= 100 =
= Cost of reConfiguration —-Switched
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6,@* ,b,\& K\ Log Record Size (KB)
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Experience with Complete Disaggregation

AA lot of pain:
AEcosystem challenges
ARedesign of the storage stack
AHigh overhead for small IO
AMeta data service on the 10 path
AHard to implement/debug

ABenefits

AFinegrain load balancing
AServer failure tolerance by design

Complete dlsaggregatlon setup
A 120 SATA SSDs
A 4 servers, 3 SATA ports/server
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Conclusion

AlIn the cloud today: no disaggregation in storage racks
AFixed driveto-server mapping

AWe designed a storage fabric to exploreack disaggregation |:

ARackscale storage disaggregation can be useful and affordajjgsast
AConfiguration disaggregation | ; . .. . &

AFailure disaggregation A No/small reconfiguration overheads
ADynamiC elastic disaggregatic r§\ Little or no software/hardware changes

ACan become a challenge

AComplete disaggregatiomsssp A High reconfiguration overhead
A Hard to implement and maintain
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