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ØHot data-Replication
• High performance

ØCold data-Erasure Codes
• Low storage overhead

ØUpdate EC files → Regenerate parity blocks

ØDifferent encoding schemes induce different update costs
• Existing encoding induce high update costs
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ØRandomly select blocks for a stripe
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Regenerate 6 parity blocks
Disk I/O: 15 blocks
Network transfer: 12 blocks

High update cost of erasure-coded files 
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Ø 5 racks, eack rack consists of 6 nodes

ØEncode A1, B1, C1 from 3-Replication to (3,2)-EC
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1. Select a rack as the encoding rack randomly
2. Read blocks across racks



A1 B1 B1 C1 C1

P1

A1 A1 B1 C1 P2

Rack1 Rack2 Rack3 Rack4 Rack5

1. Select a rack as the encoding rack randomly
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3. Encode and write parity blocks
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2. Read blocks across racks
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4. Remove redundant replicas and relocate data blocks→tolerate rack failures
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Ø Select data blocks of a stripe from as few files as possible
Regenerate 2 parity blocks

Disk I/O: 5 blocks
Network transfer: 4 blocks 



Ø Select the rack holding the most blocks of a stripe as the encoding rack
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Encoding steps (3-replication to (n,m)-EC):



Ø Select the rack holding the most blocks of a stripe as the encoding rack
• Minimize cross-rack read
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Ø Select the rack holding the most blocks of a stripe as the encoding rack
• Minimize cross-rack read

Ø Generate and store parity blocks in the encoding rack
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Ø Select the rack holding the most blocks of a stripe as the encoding rack
• Minimize cross-rack read

Ø Generate and store parity blocks in the encoding rack

Ø Select racks to store the stripe
• Tolerate single-rack failures: each rack stores no more than m blocks of a stripe 

A1 A2 A2

P1A3 P2

A1 A1 A2 A3 A3

Rack1 Rack2 Rack3 Rack4 Rack5

Encoding steps (3-replication to (n,m)-EC):



Ø Select the rack holding the most blocks of a stripe as the encoding rack
• Minimize cross-rack read

Ø Generate and store parity blocks in the encoding rack

Ø Select racks to store the stripe
• Tolerate single-rack failures: each rack stores no more than m blocks of a stripe

Ø Remove other replicas 
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Encoding steps (3-replication to (n,m)-EC):



ØConfigrations
• 10 racks, each rack consists of 3 nodes
• Encoding 6000 files from 3-Replication to (6,3)-EC

ØResults
• UFE reduces the deletion cost by 77% and cross-rack traffic by 76%

Deletion cost(blocks) Encoding cost(blocks)

Read Write Cross-rack traffic

UFE 3.2 2.7 1.3

HDFS 14.0 8.4 5.5



ØDeploy UFE in real Clustered File Systems

ØMetadata management

ØExperiment




