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• Partial	failures	are	a	magnitude	higher	for	SSDs!

• New/Changed	file	systems:
• ext3	->	ext4	(journaling).
• Btrfs	(copy-on-write).
• F2FS	(log-structured,	tailored	for	flash).	

• How	do	these	file	systems	deal	with	partial	drive	errors?
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File	System Detection Recovery Observations

Data	loss	due	to	shorn	and	
lost	writes.

Several	cases	lead	to	kernel	
crashes	or	panics.

• Does	not	detect	and	report	
write	errors.	

• Can	 become	 unmountable	
due	to	data	corruption.	

• System	 checker	 has	 room	
for	improvement.
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