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Graph Analytics 

ÅGraphs O  ubiquitously preferred data representation 
 
 
 
 
 
 

ÅEra of Big Data, Era of large Graphs 

ïBillions of nodes and edges 

ïNeed high performance processing 

Internet Road Network Social network 

ȣ  
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PageRank 

ÅFundamental Node Ranking algorithm 

ïLǘŜǊŀǘƛǾŜƭȅ ŎƻƳǇǳǘŜ ǿŜƛƎƘǘŜŘ ǎǳƳ ƻŦ ƴŜƛƎƘōƻǊΩǎ ὖὙ 
 
 
 
 

ÅImportant benchmark for the performance of 

ïGraph Analytics 

ïSparse Matrix Vector multiplication 

Ácore kernel of many scientific and engg. applications 
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Challenges: Pull Direction PageRank (PDPR) 

ï  Ȣcache line utilization, ᴻ DRAM traffic 

ï  Ȣsustained memory bandwidth 

ïCache misses, CPU stalls 

1. PDPR Algorithm 

2. Random accesses to ╢╟╡ 3. DRAM traffic due to random accesses 

Read ὖὙό  Ofine-grained random 
memory accesses 
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Challenges: Vertex-Centric GAS (BVGAS) 

ÅState-of-the-art method1,2 
ïὛὧὥὸὸὩὶᴼ όᶅᶰὠ, write άίὫ ὖὙόȟὺ ᶅ ὺɴ ὔ ό  

(semi-sorted on ὺ) 

ïὋὥὸὬὩὶ ORead άίὫ and accumulate ὖὙό into ὖὙὺ 

ï  ᴻcache line utilization; prevent CPU stalls 

ÅDrawbacks: 

ïTraverse entire graph twice 

Áinherently sub-optimal 

ïoblivious to vertex ordering induced locality  

ïcoarse-grained random accesses  Opoor DRAM BW 

1. Buono, Daniele, et al. "Optimizing sparse matrix-vector multiplication for large-scale data 
analytics." Proceedings of the 2016 International Conference on Supercomputing. ACM, 2016 

2. Beamer, Scott, et al. "Reducing PageRank communication via propagation blocking." Proceedings of Parallel and 
Distributed Processing Symposium. IEEE, 2017 
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Contributions 

ÅNovel Partition-centric Processing Methodology 

Áenables efficient Processor-DRAM communication 

ÅOptimizations to address communication challenges 

ÁPartition-centric update propagation O Ȣ  DRAM traffic 

ÁPartition-Node Graph Data Layout O sequential DRAM accesses 

ÁBranch avoidance mechanism  Oremove data-dependent branches 

ÅAchieves 

Áupto Ȣ GTEPS sustained throughput using 16 cores 

Áupto Ϸ of peak DRAM bandwidth  

ÅApplicable to weighted graphs and generic SpMV computation 
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Graph Partitioning 

ÅὖὥὶὸὭὸὭέὲί O  disjoint ὧὥὧὬὩὥὦὰὩ sets of vertices 

ÅPartition-centric abstraction of ὋὶὥὴὬ O  set of links between 
nodes and partitions 

ïunlocks comm. efficiency not achievable with VC/EC paradigms 

Å Index based partitioning  

ïsimple, low pre-processing overhead 
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Partition-Centric Processing Methodology (PCPM) 

ÅPartition-Centric Processing with GAS model 

ï ὛὧὥὸὸὩὶ messages to neighbouring partitions 

ïὋὥὸὬὩὶ incoming messages to compute new 
PageRank values 
 

ÅWrite messages in statically allocated disjoint 
memory spaces ὦὭὲί 
ïno locks/atomics, ᴻ scalability 

ïὈὩίὸȢὍὈ written only in first iteration, Ȣ comm. 

 

ÅEach thread processes 1 partition at a time 
ïVertex data ὧὥὧὬὩὥὦὰὩ  

ïlow latency random access 
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Optimization 1: Partition-Centric Update Propagation 

ÅὛὭὲὫὰὩ update from a node to all neighbours in 
a partition 
ïNatural outcome of PC abstraction 

ïDrastically reduce communication volume 
 

ÅMSB of destination IDs for demarcation 
ï read new update if MSB ρ 

 

Å Issues to address 
ïὛὧὥὸὸὩὶ  

Åtraverses όὲόίὩὨ edges χȟρȟχȟς  

Åswitch bins for each update insertion  

ïὋὥὸὬὩὶ 
ÅData-dependent unpredictable branches due to 

MSB check 
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Optimization 2: Data Layout 

ÅBipartite Partition-Node Graph (PNG) 
ïat most ρ edge between node and partition 

ïeliminate όὲόίὩὨ edge traversal 

ÅGroup the edges by destination partition 

ïAll updates to one bin at a time 

ïRandom access to vertices 

Å Create PNG on a per-partition basis 

ïVertices cached, DRAM accesses ίὩήόὩὲὸὭὥὰ  

1. Original Graph 2. PNG Layout 
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Optimization 3: Branch Avoidance 

ÅὋὥὸὬὩὶ uses pointers to read bins 

ïὨὩίὸὍὈῂὸὶ for ὨὩίὸὍὈᾦὭὲί 

ïόὴὨὥὸὩῂὸὶ for όὴὨὥὸὩᾦὭὲί 

 

ÅWhen to increment pointers? 

ïὨὩίὸὍὈῂὸὶ every iteration 

ïόὴὨὥὸὩῂὸὶ if MSB ρ 
 

ÅDirectly add MSB to όὴὨὥὸὩῂὸὶ 

ïno branch based cond. check on 
MSB 
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