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Architectural Goals

1) Enable external / untrusted storage
   - Public Clouds, etc.

2) Provide data security
   - Restrict trust domain

3) Preserve storage deduplication
   - Use convergent encryption
   - Focus on block-oriented deduplication

4) Work with existing applications
   - Transparent addition
   - No changes to app or storage systems
   - Self-contained*
Security

Encryption Model
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Transparent Key Management

- Treat per-block hash-keys as file metadata
  - Potentially hundreds, or thousands per file

- Store keys inside each file
  - Preserve transparency
  - Allow external storage to copy, rename, etc.

- Separate data from metadata
  - Keep keys from polluting duplicate blocks
  - Keep added data from breaking block alignment

![Diagram showing file data and stored keys](image)
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Metadata Consistency
Crash Detection and Recovery

- Data and metadata must be in sync
  - Depends on underlying storage to prevent partial writes
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Write Meta

Write Data

- Stale keys are cleaned up during subsequent metadata updates
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1) PlainFS
   - FUSE-based (pass-through)

2) EncFS
   - FUSE-based
   - Provides AES encryption

3) LamassuFS
   - FUSE-based
   - Provides AES encryption
   - Provides convergent encryption
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Comparison of Deduplication Ratios

- **Relative data size after deduplication (%)**
- **Percentage of redundancy in raw data**

- **PlainFS**
- **EncFS**
- **LamassuFS**
Comparison with other FUSE systems using remote NFS storage

Single File I/O Throughput

<table>
<thead>
<tr>
<th></th>
<th>PlainFS</th>
<th>EncFS</th>
<th>LamassuFS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>seq-write</strong></td>
<td>140</td>
<td>120</td>
<td>100</td>
</tr>
<tr>
<td><strong>seq-read</strong></td>
<td>130</td>
<td>110</td>
<td>90</td>
</tr>
<tr>
<td><strong>rand-write</strong></td>
<td>150</td>
<td>140</td>
<td>130</td>
</tr>
<tr>
<td><strong>rand-read</strong></td>
<td>90</td>
<td>80</td>
<td>70</td>
</tr>
<tr>
<td><strong>rand-rw</strong></td>
<td>20</td>
<td>15</td>
<td>10</td>
</tr>
</tbody>
</table>
Single File I/O Throughput
Comparison with other FUSE systems using local DRAM storage
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