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Abstract

The emergence of high bandwidth applications such as medical visualization and virtual reality has exposed
significant deficiencies in network, protocol, and end-system design.  In this paper we discuss important end-
system issues which arise when supporting applications demanding networked delivery and manipulation of
uncompressed video to the desktop.

Our experimental network environment consists of DEC Alpha workstations using the Windows NT 4.0
operating system and connected via an ATM switch. We present the design and initial results of a network
architecture that demonstrates the creation, manipulation, and distribution of high-quality uncompressed video
using standard industry-based technologies.  In addition, we discuss networking performance results and present
a simple Windows Sockets 2.0 cost model for TCP/IP and UDP/IP over ATM.

An early potential market where this work is expected to have a direct impact is video editing in motion picture
and television studios. In this context, we hope to provide cost-effective networked solutions aimed at replacing
costly dedicated video editing hardware with the versatile capabilities of general purpose workstations and non-
proprietary network solutions.

1.  Introduction

Recent advances in network technologies and computer hardware have led to the development of  powerful
computers and high-speed networks. Along with these developments, a wide range of multimedia applications
have also emerged, particularly those involving digital video and audio. Multimedia has become a critical
technology for professional applications in hospitals, educational establishments, advertising agencies, and
video studios. It is therefore crucial that emerging open-system solutions be able to support the creation,
manipulation, distribution, storage, and retrieval of real-time multimedia data.

In the past, poor network bandwidth coupled with hardware limitations of workstation architectures prevented
the support of uncompressed digital video to the desktop. However, the emergence of  high-speed networks
coupled with hardware improvements (e.g. CPUs, buses) is paving the way to supporting the high bandwidth
requirements of those applications using digital video and high quality images. So far, approaches adopted by
hardware/software designers have mainly been proprietary involving solutions such as special add-on cards or
the use of special local buses to achieve high data transfer rates within the workstation. These approaches are
expensive, inflexible, and very monolithic which makes it hard to modify or extend the underlying
hardware/software design space. What is needed is an open architecture that exploits industry-based standards to
provide cost-effective scalable solutions for supporting high bandwidth multimedia applications such as those
using uncompressed video.



The structure of this paper is organized as follows. Section 2 describes our motivation for the need for
uncompressed video for certain applications. Section 3 presents our project goals. In section 4, we discuss the
architectural design challenges that must be addressed to support full motion, high quality uncompressed video
to the desktop and our proposed solutions. In addition, we also present  networking performance results and  a
user-level architecture for flexible multimedia processing. Finally, section 5 makes some concluding remarks.

2.  Motivation

In the past, the only way to capture, store, and deliver uncompressed video was to use dedicated proprietary
systems such as digital disk recorders. These devices are not only limited in the amount of storage, but are
highly specialized focusing on specific functions and therefore cannot be used as general purpose devices.
Furthermore, such equipment is costly and difficult to upgrade. However, general purpose workstations do not
suffer these serious limitations. They can be easily upgraded to take advantage of  advances in new technologies
such as faster networks, hardware improvements, and new operating systems.

To cope with hardware limitations such as disk access speed, memory access time,  bus transfer capability,
limited network bandwidth, and limited storage space, various compression schemes have been used for the
storage and transmission of digital video over the network and its delivery inside the workstation. However, the
majority of compression methods are based on lossy algorithms such as Motion-JPEG and MPEG [27][11].
The resulting video stream after a compression/decompression operation with lossy algorithms is of  lower
quality due to data loss during compression and added unwanted artifacts during decompression. The
degradation in quality is tolerable and not apparent to the viewer for those applications where the
compression/decompression cycle takes place only once. The problem arises  when the video has to go through
a series of  intermediate compression/decompression cycles as is often the case with video editing/compositing
in a post production process. In this case,  the accumulated loss of data and artifacts become more obvious
thereby causing considerable degradation in the original quality of the source video. This is illustrated in Figure
1 where a typical video editing session involves decompressing an incoming video stream into main memory,
performing editing or adding special effects, compressing the modified video data before transmitting to the next
workstation over the network. When several edit sessions are required, successive decompression/compression
cycles are performed which degrade the quality of the original video stream.

Lossless algorithms commonly used by motion picture studios for editing typically produce around 2:1
compression for color images with moderately complex scenes. For instance, lossless JPEG works well only
with continuous-tone images but does not provide useful compression of palette-color images [21]. Other
lossless image compression algorithms such as ERIC and RICE also achieve around 1.4-1.96:1 compression
ratios [14]. In reference [16], a mathematically lossless algorithm for Motion-JPEG is proposed which results in
a compression factor of 1.6:1.  Thus, it is obvious that lossless compression algorithms do not really give
substantial decrease in data throughput (only by a factor of two). Therefore, we argue that rather than incurring
the cost of minimal compression, a better  and more effective solution is to use no compression at for all phases
of video production: capture, creation, editing, assembly, and playback. In this way, we ensure the fidelity of
the final product during the editing and composition stages of content creation and avoid quality degradation
caused by compression/decompression cycles.



Figure 1 A typical workflow for editing/compositing/special effects requires multiple access to the original
video data.

3.  Project goals

One of the most important goals of the project is the design and implementation of a truly open architecture
capable of delivering real-time, uncompressed, high quality digital video to the desktop. The use of the term
high quality here means CCIR-601 studio quality video employed by most professional systems and movie
studios. The digitized CCIR-601 [4] serial digital video signal contains 216 Megabits per second (Mbits/s) of
video data (using 4:2:2 color encoding, 8 bits per sample at 27 MHz [28] ). Ideally, we would like to perform
all distribution and manipulation of high quality video in the digital domain. However, the lack of serial digital
interface (e.g. serial digital interface cables for connecting a digital camera to frame grabbers) components means
that we are forced to implement certain parts of the system using analog signals. For instance, in our prototype
we are using an off-the-shelf  camera  for our live video source which delivers full-frame video to a frame grabber
accepting an analog video input. Although we do not use CCIR-601 quality video directly, we are using a
comparable data rate namely studio-quality digitized NTSC  video which has a data transfer rate of 221 Mbits/s
(30 frames, 640x480, 24 bit color pixel) compared to broadcast-quality NTSC which has a data rate of 120
Mbits/s.  At present, the display is driven by analog RGB signals. In future, an all digital system might use
Liquid Crystal Display (LCD) or digital light projector.

We plan to use Asynchronous Transfer Mode (ATM) (an international networking standard which transports
network data as fixed-size 53-byte cells)[26] technology for the distribution and transmission of  uncompressed
digital video over the local area network. Another important goal is to provide a user-level  architecture that
allows flexible processing and manipulation on the video data stream. This is discussed in detail in section 4.4.

In order to achieve these goals, we are building an architecture based on industry standards including:

• General purpose workstations - DEC Alpha.
• Standard Microsoft Windows NT operating system.
• PCI bus architecture.
• Standard file format such as Audio/Video Interleave (AVI) and ActiveMovie [17].
• RAID hardware.
• ATM networking technology.

Operating system platform

   Compressed original video                                                                                                                       

Decompress

Editing/effects

Decompress

New video
source from

workstation A

compress

Decompress

Editing/effects

Decompress

New video
source from

workstation B

compress

Network

To  network

Disk



One of the most crucial decisions we had to take early on in the course of this project was the choice of the
operating system platform. We have chosen Windows NT due to a number of factors including: price,
multiprocessor capability, its versatile networking capabilities such as the support for multiple protocols
(TCP/IP, NFS, AppleTalk, DECnet, IPX/SPX, NetBEUI which allow connectivity to multiple platforms
including UNIX-based systems, AppleTalk networks), true preemptive multitasking and multithreading, the
availability of well-defined Application Programming Interfaces (APIs) including those supplied recently by
Winsock 2.0 which allow applications to run natively and specify their Quality of Service (QoS) requirements
on high-speed networks such as ATM, and access to numerous existing applications. Moreover, future porting
of our software to other hardware platforms will be simpler since Windows NT already runs natively on other
hardware platforms such as Intel.

4.  Architectural design challenges

4.1  High performance video card

Content creation for broadcast-quality media involves a number of stages: pre-production (storyboards, script-
writing, planning), production (animation, graphics, live video), and post-production (assembly and video
editing). Each of the stages of content creation process requires distinct computer resources. We want to perform
all of these steps in content creation using general-purpose high-performance workstations in a collaborative
networked environment.

To perform all stages of content creation in the digital domain requires equipment such as cameras and video
board (frame grabbers) to have the capability of  delivering  all media data digitally.  Although digital cameras
have now become available, there are no frame grabbers on the market  that take an input digital video stream
from such cameras and transfers the digitized video stream in uncompressed form. Consequently, we have
chosen a frame grabber that accepts an analog video input  such as that delivered by standard cameras. We have
opted for a Coreco card [5] for our project since it is capable of delivering uncompressed digitized NTSC video
stream at full-frame rate (640x480, 30 frames per second, 24 bit pixel) to the host. The Coreco board is a PCI-
based adapter which  has 2 MB on board video memory and an onboard VGA chip.  We have not chosen other
frame grabbers such as Matrox Meteor [15] (which can also deliver real-time full-motion video) because they
need another display card such as MGA Millennium/Mystique [15] to work with since it has no on-board
memory and also requires an additional PCI slot in the machine. At present the Coreco frame grabber works
only on Intel-based architectures running Windows 3.1, Windows 95 or Windows NT 3.51/4.0, but will be
ported to the DEC Alpha platform (with PCI slot) during the course of the project.

4.2  Bus bandwidth requirements

We are using DEC Alpha 600 Series high-performance uniprocessor workstations for our project. A simplified
diagram of the DEC Alpha 600 Series architecture is illustrated in Figure 2. The Data switch implements the
primary data path in the system and provides a 256-bit bus running at 33 MHz to main memory,  128-bit bus
to the 21164 microprocessor and secondary cache, and a 64-bit bus running at 12 MHz to the CIA switch. The
21164 microprocessor has 3 on-chip caches: an 8 KiloByte (KB)  primary cache (Dcache), an 8 KB primary
instruction cache (Icache), and a 96 KB second level data and instruction cache (Scache). The CIA controls the
Data switch, main memory, and interfaces to the 64-bit Peripheral Component Interconnect (PCI) local bus. In
this Alpha model, there are three 64-bit and two 32-bit PCI slots [2].

The high data transfer rate associated with high quality video requires efficient transfers between the different
components of the workstation. One of the crucial resources needed to deliver this high sustained data
throughput is the bus bandwidth between the I/O devices and main memory. The DEC Alpha workstation
architecture meets this requirement by a design which incorporates industry standard components such as the
PCI bus which is capable of a maximum data transfer rate of over a gigabit per second for 32-bit PCI devices.
However, raw peak bus bandwidth alone is not enough for high sustained data throughput between network and
user application. We plan to apply careful optimizations (e.g. efficient video/image display, the use of shared
memory to reduce data copying) in the network-application data path at all levels namely network, operating
system, and user level in order to achieve high end-to-end application throughput.



All peripheral cards (e.g. network, frame grabbers) used in this project are 32-bit PCI-based. Other features that
led us to the choice of  the PCI bus include support for multiple bus masters and the ability to perform device-
to-device transfers (with no intermediate stops in memory) resulting in much more overlap between I/O and
CPU operations. This can be exploited in teleconferencing applications where live video from a frame grabber
can be routed directly to the network without the intervention of the CPU.  However,  the initial prototype
architecture is not going to implement this feature. Instead, live uncompressed NTSC video will first be
streamed to host memory and then from main memory to the network adapter.

Figure 2  A simplified block diagram of the AlphaStation 600 Series [2].

4.3  Networking support

We have chosen ATM for our high-speed local area network testbed which consists of  4 DEC Alpha 600
workstations running Windows NT 4.0, each with a CPU speed of 333 MHz and 1 gigabyte of Random Access
Memory (RAM). All workstations are connected to a DEC GIGAswitch/ATM [25] via multimode fiber. There
are many reasons for the choice of ATM for our local area ATM network: although in this paper we focus only
on one application area - editing involving uncompressed video, our long term goal however is to support
different types of professional multimedia applications including interactive medical visualization, collaborative
CAD, and interactive video collaboration. Each of these applications has its own traffic requirements (e.g. high
throughput, low delay). ATM  technology  has the flexibility of providing the features necessary for different
types of multimedia applications. For instance, ATM can provide QoS guarantees such as maximum cell rate,
cell-transfer delay, or cell-loss ratio to user applications. Therefore, applications with different requirements will
be able to negotiate their individual QoS requirements with the underlying network  and  be guaranteed  a
certain level of performance. This in contrast to other high speed local area networks such as Fast Ethernet
which operates on a Òbest effortÓ basis and provides no QoS guarantees. Windows Sockets 2.0 [29][30]
includes support for direct access to ATM and allows new multimedia applications to take advantage of QoS
features via an ATM Service Provider for an ATM network as illustrated in Figure 3.
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Figure 3  Windows Sockets 2 software support for multiple transport protocols and networks.   

Windows Sockets 2 provides an API for user applications and a Service Provider Interface (SPI) for transport
stacks. The Windows Sockets 2.0 API [29] includes mechanisms for applications to negotiate QoS with an
underlying network such as ATM. Briefly, during connection establishment, a user application negotiates via
Windows Sockets 2.0 the attributes of the connection. QoS attributes supported by Windows Sockets 2.0 API
include: the source traffic description which describes (using parameters such as peak bandwidth) the way the
application will send data over the network, upper limits on latency and latency variation acceptable, the level
of service guarantee needed  (the four levels defined are: absolute guarantee, controlled, predictive, or best effort),
and cost for which is a metric is yet to be determined [29]. The QoS mechanism also allows applications to re-
negotiate their QoS requirements after connection establishment using appropriate IOCTL calls.

Another important reason for the adoption of ATM is its ability to scale to higher speeds. The amount of
bandwidth an application requires varies depending on the frame size, frame rate, and the quality of the image.
Full-motion uncompressed studio quality NTSC video requires one-way sustained data transfer rate of 220
Mbits/s. We cannot satisfy this network bandwidth requirement with our current OC-3 ATM network which is
only capable of transferring data at a signaling rate of 155.52 Mbits/s. Consequently, we have decided to choose
a frame rate of 15 frames per second  which requires a transfer rate of around 110 Mbits/s for our initial prototype
architecture but as OC-12 (622.08 Mbits/s) becomes available, we intend to support full-frame rate of 30 frames
per second. We do not believe that the cost of using OC-12 ATM will defeat one of our primary goals namely
providing cost-effective solutions considering that motion picture studios incur significantly higher costs to
effectively implement multiple editing sessions using expensive proprietary systems.

We have measured the throughput that can be delivered over ATM using conventional protocols such as
TCP/IP and UDP/IP for a Classical IP [10] implementation - an ATM-aware layer below the traditional IP
network layer which replaces the data link layer of the protocol stack (e.g. the media access control functions)
with equivalent ATM functions.

For our experimental test configuration, we used  two  DEC Alpha workstations (each with a CPU speed of 333
MHz , 1 gigabyte of  RAM, 4 gigabyte hard disk, and equipped with one ATM adapter (ATMworks 351 from
DEC)) connected via the DEC switch using multimode fiber. All tests were conducted using Windows NT 4.0
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and a socket buffer size of 64 KB for both TCP and UDP tests. We developed our own test programs for the
throughput measurements. We measured the average application-application throughput between the two
workstations connected via the DEC switch by timing bulk transfers from main memory over a sufficiently long
period of time. All measurements were made using half-duplex connections. We also measured the CPU
utilization using windows NT performance monitor [19] for the corresponding throughput achieved. The
TCP/IP and UDP/IP results are shown in Figures 5 and 6 respectively. Note that the throughput result for
TCP/IP is that obtained at the receiver - the transmitter throughput is the same (i.e. there were no dropped
packets).

The results show that theoretical limit of 134 Mbits/s for OC-3 ATM is achieved on the DEC Alpha platform
with Windows NT 4.0 for both TCP/IP (for message sizes above 40 KB) and UDP/IP. The dip in throughput
for message size between 4 KB and 40 KB observed in Figure 5 is probably due to flow-control  and
acknowledgement algorithms used by TCP. There is a significant decrease in throughput at 8 KB. This is due
to memory paging since 8 KB exceeds the amount of data that can be stored in a memory page. The page size
used on the DEC Alpha 600 Series workstations is 8 KB but can hold less than 8 KB of data since it also
keeps control information. Thus, with an 8 KB user message, the data has to be stored in two memory pages
rather than only one memory page introducing extra memory overheads. CPU utilizations for TCP/IP and
UDP/IP are around 55-65% and 50% respectively for reasonably large message sizes. In addition, we have also
verified whether the CPU becomes the bottleneck at higher network speeds.
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Figure 5  Variation of application throughput with message size for TCP/IP over ATM.

Using a full-duplex configuration (where each machine sends and receives data at the same time), we obtained an
aggregate throughput of 240 Mbits/s for UDP/IP and the corresponding CPU utilization was around 90-95%.
This clearly shows that at higher network speeds (e.g. OC-12 ATM), CPU becomes the bottleneck. The CPU
availability factor becomes even more important since there are other operations that need to be performed in
addition transferring data to user memory - the multimedia data needs to be displayed in addition to any
intermediary processing that may be needed.

We are currently investigating how much CPU is required to display sustained full-frame  (640x480, 24 bit
color pixel) video. The software that allows grabbing of  live video and transmission over the ATM network is
still under development.  This means that we have not yet been able to have a full data path from camera to the
network and then to the display. However,  the networking portion of the software has already been



implemented, and allows a series of  images stored in main memory to be transmitted over the ATM network
and displayed at the receiving workstation. In a preliminary experiment, a series of high quality uncompressed
video images (BITMAP - 640x480, 24 bit color  pixel) stored in main memory at the sender were transmitted
using TCP/IP over ATM, and the images were continuously displayed at the receiving workstation - a DEC
Alpha 333 MHz. Thus, at the receiver data was being transmitted from the network adapter to main memory,
and  then from main memory to the graphics adapter which is a Digital PowerStorm 4D20 [9]. We obtained a
CPU usage of almost 100% at the receiver. The frame rate observed after displaying the images was around 11
frames per second. This observed frame rate translates to a throughput of  81 Mbits/s.  This is explained as
follows: the throughput achieved when displaying image data read from the network  is really made up of  two
components - the time it takes to read data from the network added to the time it takes to display the image.
When either of these time components is high, this lowers the final throughput  perceived. In our experiment,
we achieved  120 Mbits/s throughput for data transfer between network adapter and main memory.  Therefore,
the decrease in overall throughput is due to the time it takes to display the image data. One of the factors that
contributes to slowing down the display throughput is that the CPU is shared between displaying the images
and handling incoming network data. That is, CPU cycles left over after handling network data  are not
sufficient to achieve higher display rates. Thus, CPU becomes the bottleneck. In this context, we would like to
point out that the code for displaying the images is still in its early phase and has not really been optimized
yet. As a result, we believe that  there is still plenty of scope for improving the display performance and it is
quite likely that the non-optimized display code has introduced unnecessary overheads causing high CPU
consumption. We are currently focusing  on  understanding how the PowerStorm device driver works in order
to optimize the data transfer path from main memory to the graphics buffer.

Based on these preliminary results, it is clear that  there is a strong need for optimizing the display rate with as
little CPU intervention as possible. One solution that might be worth exploring is the use multiple PCI buses -
and possibly multiple processors as well - so that network data transfer between network adapter and main
memory takes place in parallel with data traffic for the display on a separate PCI bus. A faster CPU will be
needed not only for sustaining studio quality video data rate over the network but also for fast image/video
displays. In this context, we are presently investigating methods that will optimize the display rate for high
bandwidth applications.

The network throughput results show that Windows NT is not the factor responsible for the poor performance
of TCP/IP and UDP/IP over ATM previously reported by other researchers [1][3]. The low performance (around
70 Mbits/s) achieved in [1][3] is due to several factors such as processor performance, network adapter hardware,
ATM device drivers, and so on. Our results show that with careful integration of well implemented software
(e.g. network device driver) and good hardware design (e.g. network adapter, host bus), it is possible to deliver
high performance with Windows NT operating system. A more detailed discussion of networking performance
of Windows NT 4.0 over ATM is given in [31].
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Figure 6 Variation of application throughput with message size for UDP/IP over ATM. The sender and receiver
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4.3.1  A simple cost model for Windows Sockets 2.0

Based on the results obtained from Figures 5 and 6, a simple cost model can be derived for Windows Sockets
2.0 as follows:

The 21164 microprocessor on the DEC Alpha 600 Series can issue two integer/memory class instructions and
two floating point instructions for every clock cycle [2][24]. However, experimental measurements performed
with several applications  in [7] have demonstrated that two clock cycles per instruction for the processor is
more likely. Therefore, using the result in [7] for the number of clock cycles per instruction, a 333 MHz clock
(used in our experiments) implies a  processor  performance of 167 MIPS.

In order to obtain the fixed cost that has to be incurred by the underlying socket implementation protocol, and
other operating system overheads, we measured the latency for a 4 byte message which was transmitted over the
ATM network. The actual measurement made was the round-trip delay and the latency was then calculated by
halving the round-trip result. We obtained 178 microseconds for TCP and 84 microseconds for UDP. In these
measurements, we ignored the fiber delay since the workstations used were separated by a small distance (only a
few meters).

   Cost     for      TCP/IP      message     over      ATM:

Latency for TCP: 178 microseconds.
Fixed message cost = 178 * 167  = 29726 instructions.

From Figure 5, we observed an average CPU usage of 60% corresponding to a throughput of 134 Mbits/s (i.e
16.75 megabytes/second).

Number of instructions used to achieve 16.75 megabytes/second =  167 * 0.6 = 100.2 MIPS.
Number of instructions per byte =  100.2/16.75 = 5.98  ~ 6 .

Therefore, cost of message for TCP = 29726 + 6 instructions per byte.



   Cost     for      UDP/IP      message     over      ATM:  

Latency for UDP: 84 microseconds.
Fixed message cost = 84 * 167  = 14028 instructions.

From Figure 6, we observed an average CPU usage of  50% corresponding to a throughput of 134 Mbits/s (i.e.
16.75 megabytes/second).

Number of instructions used to achieve 16.75 megabytes/second =  167 * 0.5 =  83.5  MIPS.
Number of instructions per byte =  83.5/16.75 = 4.98  ~ 5 .

Hence, cost of message for UDP = 14028 + 5 instructions per byte.

The above results  show that UDP gives 17% better performance over ATM compared to TCP on a per byte
basis. The fixed cost is twice for TCP compared to UDP. It has not been possible to get similar results for
native ATM (i.e. without using protocols such as TCP/IP or UDP/IP) since the ATM device driver used does
not support it for user applications. However, this will be done in future work.

4.4  Manipulation/processing of multimedia data

The first generation of multimedia applications have been mostly based on simply presenting multimedia data
to the end-user with little or no processing (e.g. video display for a video conferencing application). However,
the second generation of multimedia applications will not only involve mere presentation of multimedia data
but also manipulation/processing on either all the media data stream or specific portions of it. Our goal is to
have a flexible and extensible architecture capable of processing different media types in a modular fashion. In
this context we are developing a User-level Multimedia Module (UMM) which allows full user control on the
data path of a video stream originating either from the network (from another workstation) or from a live source
such as a camera as shown in Figure 7.

Figure 7  A functional description of the User-level Multimedia Module (UMM) and its interaction with
display, network, and storage devices.

Two common scenarios are depicted  for a receiver for video coming from the network: the user may choose to
display/save all or part the video data (with or without intermediary media data manipulation using optional
processing modules). An example of an application where such functionality is necessary is one which performs

User-level
multimedia

module

Display
ATM adapter

Disk

User control commands
(Graphical User Interface)

Recording

Optional
processing

module

Optional
processing

module

Live video
from network

Video frame
grabber

Video to

network



tracking of features or objects in a video stream, and takes appropriate actions (such as saving to a file or
displaying only a specific object)  based on the actual media content. Figure 7 also shows the case for a
transmitter whereby live video can be grabbed using the frame grabber and routed to the network adapter for
transmission. We have already implemented this portion of the UMM. To simplify integration of the UMM
with other components of the system, we have chosen ActiveMovie as our design space. Some of the major
features that make ActiveMovie an attractive choice include: the support of multiple multimedia data types (e.g.
digital video from various types of codecs, still images, digital audio, and so on), high data throughput can be
achieved using large buffers (compared to Video for Windows which limits transfers to a maximum of 64 KB),
major operating system overheads such as CPU data copying between applications are eliminated using shared
memory, and low-level synchronization support (i.e. at field level rather than frame level) which ensures timely
delivery of data to presentation devices. Another interesting feature of ActiveMovie is the use of processing
elements known as filters which can be connected to each other (thereby giving what is called a filter graph) to
provide a required processing sequence. Thus, in Figure 7, the processing elements will be implemented as
filters, and the various functions of the UMM itself  will really be implemented as a filter graph.

So far, we have successfully demonstrated the capability of the Coreco cards for grabbing full-frame live video in
real-time host memory with the option of saving to disk. The capability of sustaining full-frame uncompressed
video to main memory has shown that the PCI bus is capable of providing the bandwidth required. We have
enhanced the Coreco software to include the capability to save live uncompressed video clips as AVI files.
However, since high throughput is limited by the AVI format, we are presently developing new software that
will exploit the use of  OpenDML [12] format which should allow higher playback rates than AVI format.

4.5  Video transmission format

The actual format to be used for transporting uncompressed video over our ATM network has not yet been
decided. The advent of ActiveMovie Streaming Format (ASF) [18] as an open and extensible data-independent
format for storing and transmitting multimedia content over a wide range of networks appears promising and is
one of the options we are presently considering. However, the lack of information on the specification of ASF
has made it hard to come to a decision on this issue. Furthermore, it is also not clear whether ASF will be able
to provide the high sustained data rate required for uncompressed video. Meanwhile, we are currently looking at
other possible transport format for video.

4.6  Storage and  video playback

Uncompressed video requires a large amount of storage. For instance, a 45 seconds uncompressed video stream
uses one gigabyte of storage space. Uncompressed video playback from storage disks also needs high sustained
throughput - typically 220 Mbits/s for full-frame, full-rate digital video stream. Initially, we are using five 4
gigabyte Fast Wide SCSI II disk drives for storage space. The current focus on the delivery and manipulation of
live video rather than investigating issues such as video playback issues from video storage servers. This has
been dealt by other researchers [13][20][23] and is not the subject of our research. Yet, if we store uncompressed
video, we will need to achieve a reasonable data rate for video playback. Initial experiments on a Fast Wide
SCSI II disk gave a throughput of about 50 Mbits/s. This is clearly insufficient to provide the necessary data
rate (220 Mbits/s) required for uncompressed video. One option is to use faster SCSII disk controllers such as
UltraSCSI which results in a peak data rate of 40 Megabytes per second and multiple disk drives configured to
use software stripe sets supported by the NT File System (NTFS [6]). In order to achieve the required data rate
for an uncompressed video stream, striping has to be performed across controllers. Another option that will be
investigated is the use of a hardware RAID [22] system such as Digital StorageWorks [8] to provide the
required throughput.

5.  Conclusions

In this paper, we have described our motivations behind the need for the delivery of high-end uncompressed
video to the desktop. We have outlined the major architectural design issues that need to be addressed to
achieve this goal. We have presented solutions we are currently implementing to solve the architectural
challenges. Our design approach is based on an open architecture which exploits existing industry-based
standard technologies rather than the use of proprietary hardware or software. This will allow cost-effective,



scalable, networked solutions for multimedia applications that use high-end digital video (e.g. video editing in
motion picture studios). In addition, we have also reported application-application throughput reaching
theoretical limit for TCP-UDP/IP over ATM and presented a simple cost model for Windows Sockets 2. The
results demonstrate that Windows NT is a suitable operating system choice for meeting the high performance
requirements of applications running over high-speed networks  such as ATM.  
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