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Abstract

We have designed and implemented an external pager that: (1) receives information regarding discardability of pages from the client such as a garbage collector for functional programming languages, (2) saves and restores only non-discardable pages and (3) influences page-replacement by pre-flushing discardable pages. In a general purpose operating system dirty pages are typically saved to disk and then restored from disk even when the application may not care about the contents of those pages. For example, copying garbage collection used in functional programming languages generates many pages that are dirty but discardable. Using the external pager to manage the discardable pages we observed that elapsed times for some applications decreased by as much as a factor of 6.

1. Introduction

Saving and restoring discardable dirty pages causes unnecessary disk traffic, thus preventing computer systems from achieving the best possible performance. An application may modify one or more pages during the course of its execution. At subsequent points of execution, the application may not care about the contents of some of these modified (dirty) pages. We refer to these modified pages as discardable dirty pages. The ratio between the average access time of magnetic disk and the average access time of main memory is often between 2,500 and 70,000 [Gibson 90]. Hence, saving and restoring discardable dirty pages would undermine the throughput of a computer system.

One of the applications that can take advantage of discardable page management is copying garbage collection. In systems that use copying garbage collection, such as the one described in [Appel 89], heap space is partitioned into a new, old and reserved regions. Allocations are made out of the new space. When the new space is exhausted, a minor collection phase is initiated. During the minor collection, live data are copied from the new space to the reserved space, which immediately follows the old data. The old region continues to grow into the reserved region. Once the old region reaches a certain size, a major collection phase is initiated. During the major phase, the live data from the old region is copied to another region (in the heap), which becomes the old region from then on. At the end of each minor and major collections, several pages become discardable. Examples of systems that use copying garbage collection are: SML/NJ garbage collector [Appel and MacQueen 87], and the CMU Common LISP garbage collector [MacLachlan 91].

Another application domain that can benefit from support for discardable pages is image processing (e.g., image restoration, image compression, and texture synthesis). Texture synthesis is an important component of computer graphics as well as image compression. One of the techniques that has been developed for texture synthesis is a two stage procedure [Balram 91] involving matrix computations. This technique generates several intermediate matrices that become discardable. For example, consider the case
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where a typical image represented as a 512x512 double precision matrix is to be synthesised. At the end of
the first stage, there will be 26 512x512 matrices of double precision data, of which 20 matrices are input to
the second stage and 6 matrices become discardable. Hence, in the first stage, the total memory
requirement is 52 megabytes of which 12 megabytes are discardable. In the second stage, there will be 21
matrices, of which 20 are from the first stage and 1 matrix is the output matrix of the second stage. As the
iterations in the second stage proceed, each of the 20 input matrices become discardable. Support for
managing discardable pages is important since images can be even larger. The ability to discard pages
would also be useful in applications such as smoothing of noisy images, where a similar two stage
procedure is used.

In Mach, the vm_allocate and vm_deallocate calls can be used to map or unmap pages in a task’s address
space [Rashid et. al. 88]. The vm_deallocate call could be used to unmap the pages that an application
would like to discard. However, the physical pages get freed only if an entire object allocated by
vm_allocate is being deallocated (by the vm_deallocate). If only a part of an object is deallocated, the pages
are unmapped from the client’s address space, but they remain as part of the object. Hence, vm_deallocate
does not discard the pages unless a client deallocates an entire object. In fact, the copying garbage
collector in CMU Common Lisp uses the vm_allocate call to allocate the new region; at the end of minor
collection, this new region is deallocated by vm_deallocate call. Even modifying the kernel to solve this
problem introduces additional difficulties because repeated vm_deallocates and vm_allocates can result in
the fragmentation of a memory object, degrading memory management performance.

To the best of our knowledge, general purpose operating systems do not provide support for identifying
discardable dirty pages as such and for avoiding the unnecessary saving and restoring of those pages.

2. Solution

Our solution is to exploit the knowledge about discardable pages in an application’s address space and
avoid unnecessary saving and restoring of those pages. Many applications, such as garbage collectors
and image processing systems know what pages are discardable at any point in time. These applications can
communicate this information to the operating system.

We have implemented under the Mach Operating System [Tevanian 87a], a pager that facilitates efficient
management of discardable pages. Mach allows the user to create memory objects [Tevanian 87b] that can
be managed by a user-level process, called the external pager [Young et. al. 87]. Through the external
pager, a client may create an object and request that the kernel map the object into its address space. Figure
2-1 summarizes the interaction between the kernel, the pager and a client.

2.1. The Page Attribute Bitmap

The information regarding the discardability of pages in the memory object created by ObjectCreate is
maintained in a bitmap shared between the client and the pager. This state information is written by the
client and read by the pager; it contains one bit per page, indicating that the page is in one of two states:

- non discardable - when paged out by the kernel, the pager must save the contents of this page
to backing storage; when paging in, the pager must retrieve the contents of the page from the
backing storage

- discardable - when paged out by the kernel, the pager may discard this page; when paging in,
the contents of the page are irrelevant to the client

The page attribute bitmap, also called the attribute object, is itself a memory object created by the pager.
The memory object whose pages will be managed by the pager, is called the primary object. A call to
ObjectCreate returns two ports, one for the primary object and the other for the attribute object. The client
then maps the primary object into its address space by calling vm_map, which results in the kernel calling
memory_object_init. In memory_object_init, the pager maps the attribute object into pager’s address space.
Upon returning from vm_map, the client calls vm_map again to map the attribute object into client’s
address space. In this manner, the attribute object is shared between the client and the pager. The primary
object and the attribute object are managed by two different threads running within the pager to avoid
2.2. Improving Paging Performance: Pre-flushing Strategy

The pager achieves significant performance gains in two ways. First, by using the information in the shared bitmap, it can avoid saving and restoring discardable pages. Second, it can pre-flush discardable pages, allowing non-discardable pages to remain in memory for longer periods. This further improves performance because it is much less expensive to flush several discardable pages than to write a non-discardable page to backing store, and to read that page back later. By default, the Mach kernel uses a global page replacement policy based on a modified First-In-First-Out strategy, which does not take into consideration whether a dirty page is discardable or not. We use two approaches for pre-flushing: user-initiated and pager-initiated.

In the user-initiated pre-flushing technique the client task, sets up the page attribute bitmap and explicitly requests the pager to flush discardable pages by calling FlushDiscardable. The pager then calls memory_object_lock_request to flush all the pages that are marked discardable.

In the pager-initiated pre-flushing technique, the pager calls memory_object_lock_request to flush a predefined number of discardable pages when it receives a memory_object_data_write call from the kernel. This is an appropriate time to flush discardable pages because if the kernel is making
memory_object_data_write calls, physical memory must be tight. In the current implementation, each time, the pager makes flush requests to flush 64 pages. We chose 64 because pre-flushing too many discardable pages could add to the execution time; pre-flushing too few pages would mean that the kernel could pageout non-discardable pages. At this time, we have not experimented with values other than 64. The pager refrains from making flush requests if there are acknowledgements pending from previous memory_object_lock_request calls.

When the pre-flushing technique is being used, the client and the pager need to synchronize their access to the page attribute bitmap. A single lock is used for this purpose. The pager acquires the lock before making one or more flush requests to the kernel and releases the lock after it receives acknowledgements from the kernel for all of the requests. The client acquires the lock when it needs to change the state of one or more pages from discardable to non-discardable and then releases it. Note that when pre-flushing technique is not being used, access to the page attribute bitmap need not be synchronized.

3. Evaluation

Performance measurements of discardable page management by an external pager is important for answering three questions: First, are there significant performance gains to be realised even if only in a small number of important applications? Second, how many applications can benefit from support for discardable page management? Third, should the support for discardable page management be in the kernel, or in an external pager? The first and second questions will be answered as we build our experience with performance of applications such as the ones discussed in section 1. Even if the performance benefits from an in-kernel implementation are greater than from an external pager, we need to be convinced that (a) an in-kernel implementation is simple (b) there are enough applications to warrant an in-kernel implementation. In this section, we will present some data on the performance measurements we made in the context of a copying garbage collector.

3.1. Experimental Setup

The measurements that are reported here were made on a Digital Equipment Corporation's Decstation 5000/200 with 24 megabytes of physical memory, running Mach version 2.5. This is a typical configuration in our environment. For the purpose of running the tests, the machine was booted in single user mode. The only other programs running were a nameserver and the external pager. The nameserver is used only at client startup, to look up the external pager service port. Hence for all practical purposes, only the client and the external pager were running in the system.

We ran four configurations: (a) without pager, (b) with pager, not using pre-flushing, (c) with pager, using pager-initiated pre-flushing, and (d) with pager, using user-initiated pre-flushing. They are summarized in table 3-1. In each test case, each of the four configurations were run 6 times. The average measurements are being reported in the performance tables. The entries in the performance tables are described in table 3-2.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>NoPager</td>
<td>run without the external pager</td>
</tr>
<tr>
<td>PagerNF</td>
<td>run with the pager, without pre-flushing</td>
</tr>
<tr>
<td>PagerPF</td>
<td>run with the pager, using pager-initiated pre-flushing only</td>
</tr>
<tr>
<td>PagerUF</td>
<td>run with the pager, using user-initiated pre-flushing only</td>
</tr>
</tbody>
</table>

Table 3-1: Configurations

3.2. Performance Measurements

Two test cases written in Standard ML [Milner et.al. 90] were studied: (a) compiling parts of the SML/NJ compiler and (b) a sort program. Modifications were made to the ML garbage collector to use our external pager to create and manage the heap memory.
Table 3-2: Performance Metrics

Besides exploiting support for discardable page management, the ML garbage collector does some memory management of its own. It takes a set of parameters called gc parameters, that help maintain the working set pertaining to the heap within the available physical memory [Cooper and Nettles 91]. The gc parameters have effect on how frequently minor and major collections happen. On a 24 megabyte machine, different combinations of gc parameters could result in variations in the elapsed time of a given application. Details regarding the impacts of gc parameters are beyond the scope of this paper. Cooper and Nettles report significant performance improvements running ML applications with various gc parameters when using our pager [Cooper and Nettles 91].

Performance measurements for the compiler are shown in table 3-3. We observe that:

1. The elapsed time when not using the pager is significantly larger than the user and system times (i.e., the CPU utilization is low). As we introduce the pager and then the pre-flushing techniques, the CPU utilization increases, due to reduced disk accesses.

2. When using the pager without pre-flushing, the number of reads and writes is higher than with user or pager initiated pre-flushing. This is because in both the pre-flush cases, the kernel is able to retain more non-discardable pages.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Time</th>
<th>Pageins</th>
<th>Pageouts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>User</td>
<td>System</td>
<td>Elapsed</td>
</tr>
<tr>
<td>NoPager</td>
<td>2:49</td>
<td>0:16</td>
<td>16:00</td>
</tr>
<tr>
<td>PagerNF</td>
<td>2:51</td>
<td>0:17</td>
<td>8:01</td>
</tr>
<tr>
<td>PagerPF</td>
<td>2:45</td>
<td>0:18</td>
<td>3:56</td>
</tr>
<tr>
<td>PagerUF</td>
<td>2:49</td>
<td>0:22</td>
<td>5:18</td>
</tr>
</tbody>
</table>

Table 3-3: Measurements: Compiling Parts of SML/NJ Compiler

The elapsed time for pager-initiated flushing is smaller than for user-initiated flushing. This is because the pager-initiated flush happens only when memory gets tight, and a small number of discardable pages are pre-flushed at that time. The user-initiated flush, on the other hand, happens whenever the user chooses to activate it, and the user may have marked many pages discardable. This implies that pager-initiated pre-flush is more likely to track closely the memory demands in the system than the user-initiated pre-flush. However, our experience has shown that this is not always the case. We do not in general, have an accurate knowledge of the optimal number of pages to pre-flush from outside the kernel. This is one of the disadvantages of doing discardable page management through an external pager. In the case of an in-kernel implementation, the kernel flushes a discardable page only when it is in need of more memory. Unlike the external pager implementation, there can never be too few or too many flushes.

Another test case was a sort program. It does quicksort using ML futures [Cooper and Morrisett 90], a variant of MultiLisp futures which is a construct for creating tasks and synchronizing among them [Halstead 85]. The results are summarized in table 3-4. Once again we find that using the pager, particularly with pre-flushing techniques, reduces the elapsed time significantly. Note that the elapsed times for pager-initiated flush and user-initiated flush are almost the same in this case.
Table 3-4: Measurements: Sorting using futures in ML

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Time</th>
<th>Pageins</th>
<th>Pageouts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>User</td>
<td>System</td>
<td>Elapsed</td>
</tr>
<tr>
<td>NoPager</td>
<td>1:36</td>
<td>0:16</td>
<td>24:04</td>
</tr>
<tr>
<td>PagerNF</td>
<td>1:36</td>
<td>0:19</td>
<td>8:42</td>
</tr>
<tr>
<td>PagerPF</td>
<td>1:37</td>
<td>0:16</td>
<td>4:30</td>
</tr>
<tr>
<td>PagerUF</td>
<td>1:36</td>
<td>0:18</td>
<td>3:58</td>
</tr>
</tbody>
</table>

4. Related Work

Another example of an external pager is the PREMO pager [McNamee and Armstrong 90]. This work extends the external pager interface to implement user-level paging policies. The kernel is modified to supply the PREMO pager information on the state (such as modified, referenced etc.) of physical pages and accept from the pager the order in which the pages should be replaced.

5. Future Work

Managing discardable pages with an external pager has been shown to yield good results, especially when using pre-flushing techniques. However, it is evident that having the information about discardable pages within the kernel would have certain advantages:

- Performing too many pre-flushes is likely to impede system performance; in the case of in-kernel implementation, knowledge of physical memory availability would enable the kernel to flush a discardable page only when necessary, thereby avoiding unnecessary zero-fills
- It is possible to reduce the the number of zero-fills without compromising security. For example, in Mach, we could let the kernel keep track of which task had last used a discarded page in the inactive queue. When a task pagefaults on a discarded page, the kernel could return the discarded page in the inactive queue, which had previously belonged to the task thus avoiding the need to zero-fill the page. It is our belief that systems such as SML/NJ which page heavily against their own pages and generate many discardable pages will benefit from this approach.

To evaluate this approach, we have begun an in-kernel implementation of discardable page management under Mach version 3.0.

6. Conclusion

Given the wide disparity in the speed of primary memory and backing storage, it is important to manage primary memory efficiently. Physical memory is getting cheaper, but at the same time, we are seeing a growing number of applications that are memory intensive. In this paper we have demonstrated the need to manage discardable pages for a certain number of applications. We are in the process of identifying other applications that can benefit from support for discardable page management. Results from this effort and an in-kernel implementation will be reported in a future paper [Subramanian 91].
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Appendix I  Kernel - External Pager Interface

Our external pager is functional under Mach versions 2.5 as well as 3.0. At the time of writing, our pager uses only the Mach 2.5 Kernel - External Pager Interface.

kernel to pager:

memory_object_init
    initialise a memory object that is being mapped to a task's address space

memory_object_terminate
    indicates that the specified memory object is no longer mapped

memory_object_data_request
    request data from this memory object

memory_object_copy
    indicates that a copy has been made of the specified range of the given original memory object

memory_object_data_unlock
    request that the specified portion of the memory object be allowed the specified forms of access

memory_object_data_write
    write back modifications made to this portion of the memory object while in memory

memory_object_lock_completed
    indicate that a previous memory_object_lock_request has been completed

pager to kernel:

memory_object_set_attributes
    make decisions regarding the use of the specified memory object

memory_object_get_attributes
    retrieve attributes currently associated with an object

memory_object_data_provided
    provide data contents of a given memory object

memory_object_data_unavailable
    indicate that zero-fill page should be provided

memory_object_lock_request
    indicate that the protection on a given range of pages be changed; may require that the data be written back to the manager

memory_object_data_error
    indicate that a range of specified memory object cannot be provided at this time

memory_object_destroy
    indicate that the pager will no longer supply data for this object
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