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Abstract

We describe our early experience in applying our con-
sole log mining techniques [19, 20] to logs from produc-
tion Google systems with thousands of nodes. This data
set is five orders of magnitude in size and contains al-
most 20 times as many messages types as the Hadoop
data set we used in [19]. It also has many properties that
are unique to large scale production deployments (e.g.,
the system stays on for several months and multiple ver-
sions of the software can run concurrently). Our early
experience shows that our techniques, including source
code based log parsing, state and sequence based feature
creation and problem detection, work well on this pro-
duction data set. We also discuss our experience in using
our log parser to assist the log sanitization.

1 Introduction

Free text console logs are generated and collected from
complex Internet service systems, even in systems that
are extensively monitored and as large as Google’s. Al-
though these logs contain detail and useful information
for problem diagnosis, they are rarely used by anyone
other than the developer herself. For system operators
who are usually assigned to fix specific problems, con-
sole logs are often too large to examine manually and
too unstructured to analyze automatically.

In our earlier work [19, 20], we proposed a general
methodology to explore the intrinsic structures and pat-
terns in console logs, automatically detect performance
problems, and often reveal root causes of the problems.
Our experiments show that our method works effectively
on two real world open source systems, Hadoop and
Darkstar. In both cases, we can detect anomalies with
high precision/recall from tens of millions lines of log
messages, greatly reducing the amount of information an
operator needs to manually examine.

Although all case studies presented in [19, 20] are real
open source systems, the logs we used came from exper-
imental deployments. In this paper, we discuss our early
experience applying our log mining techniques to data
from Google’s production systems.

We studied console logs from three systems at Google.
We focus on only one system, which we call GX, in
this paper. GX is a distributed storage system consist-
ing of thousands of nodes in a Google production clus-
ter. There are several independent monitoring systems
built into GX including one for collecting console logs.
GX console logs are plain text files on local disks of each
node. Our data set contains most of the log messages in
a two-month period1.

We discussed our log analysis techniques in detail
in [19, 20], and we summarize these techniques in Sec-
tion 2. Generally speaking, it is fairly easy to adapt our
console log mining techniques to process GX logs, and
find interesting information about the system. However,
there are several new challenges posed by this data set
which we believe is representative in large scale produc-
tion clusters.

Data size. This data set is five orders of magnitudes
larger than the Hadoop data set used in [19]. In
contrast to Hadoop, which logs each write/read op-
eration, GX only logs significant events such as er-
rors and periodic background tasks. Even omitting
per-operation logs, a single node can generate over
half a million messages per day. Overall the system
generates over a billion messages per day. Our en-
tire data set contains tens of billions of messages,
with a size about 400 GB uncompressed. We have
to parallelize the parsing and feature creation steps

1As the logs are collected on local disks only, there are several cor-
ruptions due to disk/node failures or software errors.
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onto thousands of nodes to process the entire dataset
within a couple of hours.

Many message types / variables. Because of the com-
plexity of GX and its extensive interactions with
other infrastructure components, there are hundreds
of different message types in the logs. Our source
code analysis found over 20,000 different possible
message types in GX, compared to only about 1,000
in Hadoop. Most of these types never appear in the
log because of the logging level settings. There is a
wide variety of message variables (both identifiers
and state variables) as well. Though we could ap-
ply our methods on each identifier and each state
variable, it would cost more computationally than
we could afford. Thus, we heuristically choose the
message variables that are likely to indicate prob-
lems.

Longer time period with multiple versions. Unlike
the data sets we analyzed in [19], which lasts only
two days, we have almost two months worth of
data. Due to the longer time period, we need to use
the sequence segmentation techniques, even for an
offline analysis.

Two limitations prevent us from quantitatively eval-
uating detection results. First, console logs in GX are
not regularly used by system operators, and thus there
are no manual labels explaining the logs. With an un-
clear “ground truth”, it is not possible to evaluate met-
rics such as true/false positives. Second, due to confi-
dentiality issues, all human readable string constants are
removed (details in Section 4), rendering it impossible to
understand the semantics of patterns and anomalies dis-
covered. Due to these limitations, we only evaluate our
results qualitatively and show that they are still useful to
the developers and operators of system GX.

Our major contribution in this paper is the experi-
mental evaluation of our log mining techniques proposed
in [19, 20] on large scale data sets from production sys-
tems, which further demonstrates the generality and ap-
plicability of these techniques. We also introduce tech-
niques for removing sensitive information from console
logs, a minor yet essential step in many research projects
involving real world log data.

In the rest of the paper, we summarize our techniques
introduced in [19, 20] in Section 2, discuss the imple-
mentation and effectiveness of our message parser in
Section 3, and briefly describe the log sanitization with
a focus on how the message parser helps in this process
in Section 4. We discuss both state ratio vector based
and message count vector based problem detections in

Section 5, review existing work in this area in Section 6,
and finally discuss about future directions and conclude
in Section 7.

2 Review of Our Techniques

Our technique involves three major steps, log parsing,
feature creation and machine learning. Each step not
only reduces the amount of data to process, but also
transforms the free text logs into more structured and
less noisy data. We summarize the general ideas of our
log mining techniques in this section. Readers may refer
to [19, 20] for details.

Step 1: Log Parsing. The log parsing step explores the
structure within a single message. During this step, we
extractmessage typesandmessage variablesfrom a free
text message. Message types are marked by constant
strings in a log message. For example, in the log mes-
sagestarting: xact 346 is ABORTING, a human
operator may easily guess thatstarting: xact and
is are string constants, which indicate the message type,
while 346 and ABORTING are message variables. By
converting a log message to message types and variables,
we eliminate most of the complexity of dealing with the
free texts in further steps. As a beneficial side effect,
the log parsing step also eliminates corrupted messages,
which is common in GX logs, due to the scale of GX.

Existing log parsing tools [17, 18, 12, 4, 6] use vari-
ous data mining methods to discover the message struc-
tures from historical logs. Different from these methods,
we use static source code analysis to extract all possible
log printing statements, from which we generate mes-
sage templates (i.e. regular expressions). We also in-
fer the data types of all message variables. This process
of source code analysis is programming language spe-
cific. In addition to the Java parser used in [19], we im-
plemented a new source analyzer for C/C++, in order to
handle GX source code.

After extracting message templates, we build an index
on all possible message templates. During runtime, the
log parsing is simply a search through the index for the
best-matching template. Note that the runtime log pars-
ing is stateless once the index is built and distributed,
so it is easy to parallelize the process. In fact, in order
to process tens of billions of lines of logs from GX, we
distribute the parsing job to thousands of nodes as a map-
reduce style job, which enables us to process the entire
data set in a couple of hours.

Step 2: Feature Creation. Message parsing only ex-
ploits the log structures within a single message. How-
ever, many problems can only be detected when exam-
ining a sequence of related messages. In [19], we intro-
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duced two different ways to group messages, leading to
two kinds of problem detection. Both proved to be useful
in the GX case. We briefly summarize the mining tech-
niques we used, and readers may refer to [19] for more
details.

The first feature we created is calledstate ratio vector.
This feature is based onstate variables, the labels enu-
merating a set of possible states an object could have in
program. For example, HTTP return code (200, 404, etc)
and transaction termination state (OK, Abort, etc) are ex-
amples of state variables. Construction of the state ratio
vectors is simple: each dimension of the vector repre-
sent a state, and the value of the dimension is how many
messages reports that state. Intuitively, the feature is a
snapshot of theglobalstate of the system at certain time
period.

The other feature,message count vector, captures an
execution trace for anindividual session. It is based on
identifiers, which are message variables used to identify
objects manipulated by the program (e.g., the transaction
ids, file names, etc). To form the message count vector,
we first automatically discover identifiers, then group to-
gether messages with the same identifier values, and cre-
ate a vector per group. Each dimension of the vector cor-
responds to a different message type. The value of the
dimension is the number of messages of the correspond-
ing type in the message group. The feature is similar to
an execution trace [5].

Both features were useful in GX logs. We further dis-
cuss their applications to GX in Section 5.

Step 3: Machine learning. Although state ratio vec-
tors and message count vectors are semantically dif-
ferent, they are similar in their numerical form. We
find that the Principal Component Analysis (PCA)-based
anomaly detection method [3] works well for both fea-
tures.

We used a PCA-based method to discover the statisti-
cally dominant patterns and thereby identify anomalies
inside data. Given high-dimensional data, PCA com-
putes a (small) set of coordinates—theprincipal com-
ponents—that reflect dominant covariation among the
original coordinates. PCA detector captures the domi-
nant pattern in a transformation matrixPPT , whereP is
formed by the top principal components estimated from
training data (archived and/or periodically updated). In
the detection phase, theabnormal componentof the in-
coming data vectory is computed asya = (I−PPT )y,
i.e., ya is the projection ofy onto the abnormal sub-
space. Thesquared prediction errorSPE ≡ ‖ya‖

2

(squared length of vectorya) is used for detecting ab-

normal events: We mark vectory as abnormal if

SPE = ‖ya‖
2 > Qα, (1)

whereQα denotes the threshold statistic for theSPE

residual function at the(1 − α) confidence level, which
can be automatically determined [10].

Two-Stage Detection. Message count vectors, however,
assume that we have access to all messages about a sin-
gle identifier at once. This is unrealistic especially in
a system that stays up for months. We used frequent
pattern mining techniques to segment the long-lasting
sequence intosubsequences, or sessions, and construct
message count vectors from these sessions. A session
contains logically related messages we want to analyze
as a group, while lasts only a short time. In [20], we de-
scribe the approach as atwo-stage detection technique,
where we detect “normal” sessions using frequent pat-
tern based methods, while handling the less common ses-
sions with PCA based anomaly detection.

Although this two-stage detection technique is de-
signed to perform timely online anomaly detection
in [20], it is useful in the GX case even in a batch set-
ting, because the logs contain two-month worth of data
and many logically independent sessions could refer to
the same identifier (e.g. the data can be read many times
during independent sessions).

3 Log Parsing
Automated log parsing is essential in analyzing GX logs.
GX, like almost all other Google systems, is continu-
ously updated, despite being a relatively mature produc-
tion system.

Figure 1 plots the number of new log printing state-
ments added to the source code each month in four
Google systems during the past six years2. Systems 1,
2, 3 are relatively mature systems, while System 4 is a
new development. We can see that there are tens or even
hundreds of new log printing statements introduced ev-
ery month independent of the development stage. These
statements are added either to test new functionalities or
to debug pre-existing problems. It is very difficult to
maintain manually-written rules with such a high churn
rate, and an automated message parsing solution is un-
avoidable.

Most console log messages at Google have a special
field, the source code line number, which is generated by
the logging library. One initial thought was that we could
use the line number field as the message type, eliminat-
ing the need of log parsing. However, the rate of code

2GX is one of them, real system names are hidden.
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Figure 1: Number of new log printing statements added each month in four real Google systems. System 1, 2, 3
are relatively mature systems, while System 4 is new development. We can see that many new message types are
introduced at all stages of development.

churn renders this field less useful. A single code change
might affect the line numbers of many different message
types, though the semantics of such message types stay
the same. Even worse, there can be multiple versions
of GX running in the same cluster, due to the software
rollout process. Patching the line numbers across differ-
ent versions is a painful process. On the other hand, our
log parser can easily avoid this concurrent version prob-
lem. Using the string constants embedded in the mes-
sages to identify message types, the log parser can easily
tell which message types stay the same across versions
and which are new or modified types.

GX is written in C and C++. The parser we described
in [19] handles Java only. We developed a new C/C++
parser for the data set. We briefly describe its imple-
mentation and parsing accuracy in the remaining of this
section.

3.1 C/C++ Parser Implementation

C++ programmers use bothprintf style format strings
and C++ stream (cout) style string concatenations. As
we discussed in [19], it is conceptually simple to extract
message types ifprintf style formatting strings are used.
C++ streams are similar construct as the string concate-
nations in Java. In practice, extracting templates from
C/C++ programs is complicated by the heavy use of pre-
processor macros.

We use the built-in parser for Eclipse C Development
Tooling (CDT) [7] to parse both C and C++ code into

an AST. We use an implementation similar to our Java
parser to traverse the AST to extract all log printing func-
tions and their parameters.

C/C++ programmers heavily utilize macros, which
complicate our analysis. Macros are handled by the pre-
processor before compiling, and thus are not part of the
AST. To make things worse, macro expansion is deter-
mined by external information, such as the preproces-
sor arguments passed to the compiler at build-time and
header files that are OS-dependent.

We cannot simply ignore these macros, as program-
mers use macros extensively for logging; ignoring these
macros prevents the resulting program from compiling
correctly. Our analyzer could analyze the build descrip-
tions (e.g.makefile) to understand what command line
flags are used. However, we face the cross-compiling
issue: unless the system we use for static analysis is
exactly the same as the system generating the logs, the
templates might still be different due to the system-
dependent macros.

Instead, our analyzer works to evaluate the macro with
all possible branches, and takes the union of all the mes-
sage templates extracted from each branch. In this way,
we produce more possible templates than actually ex-
ist, but we care more about completeness than the extra
templates. These templates use a small amount of extra
space in the index, but do not affect our log parsing ac-
curacy as they never match any log messages during the
parsing stage.
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Google’s systems have complex inter-dependencies of
libraries and packages. GX depends on many other
projects, which may print their own logs. It is a chal-
lenge to get all source files that could print logs. We
currently use heuristics to find commonly used projects,
and use full text search on the entire source repository
for log messages that do not match any template to find
possible source files.

Although C++ is an object-oriented language, GX
does not heavily use the object-oriented features for log
printing. Thus, we did not perform type resolution steps
as we did for Java. Instead, we recognize data type
of variables using type declarations andprintf format
strings.

3.2 Log Parsing Evaluation

System Total Log Lines Failed %
Google System 1 46×109 <0.001%
Google System 2 8 ×109 <0.012%
Google System 3 8 ×109 <0.011%

Table 1: Parsing Accuracy on Google log data. GX log
is a subset of a dataset listed in the table.

Table 1 summarizes the message parsing accuracy on
logs from three different Google production systems. We
parsed source code for all libraries referenced by each of
the system in order to cover as many message types as
possible.

While accurately determining the log parsing accu-
racy is not possible, we estimate the error rate using a
heuristic-based checker. The checker, built as part of
the sanitization program described in the next section,
checks each parsing result to ensure the message type
and message variables are extracted. The checker also
prints unique message types and parser failure cases for
human verification.

The “Failed %” field in Table 1 is calculated from the
output of this checker. Failure cases mostly involve com-
plex array dumps (e.g. programmer could use a function
to dump an entire array in a single log message), and
long string variables, such as a command line with tens
of arguments. As these corner cases are relatively rare in
the data, we can still achieve high parsing accuracy. This
high accuracy is essential for us to perform further steps,
especially the sequence based detection.

4 The Art of Log Sanitization
As a usual requirement for using real world produc-
tion data, we have to remove sensitive information be-
fore mining them. We call the processlog sanitization.

Though sanitizing console logs is not a major goal of this
research, it is a necessary step to obtain the data for our
research. Our log parsing technique made it easier to ac-
complish at low human cost. We could not evaluate the
effectiveness of sanitizing such logs, lacking of a clear
standard for “clean” logs, but our technique is effective
enough so we were allowed to use the data in our re-
search. In this section, we highlight some experience in
the log sanitization process.

There are potentially two separate types of sensitive
information in console logs: 1) program logic and 2) sen-
sitive data, such as internal entity names. Due to their
free text nature, console logs may reveal this sensitive
information in any message. Hashing each English word
does not work because many identifiers are hierarchical
(e.g. a path or a URL), and the naive hashing would
destroy these hierarchies and make the identifier-based
grouping impossible.

Our message parsing makes the sanitization easier and
more effective. Figure 2 illustrates major steps to sani-
tize a message. The message parser first identifies string
constants in the message, and then replaces these con-
stants with a unique message type ID. This step removes
semantic meanings of messages, making it hard for ad-
versaries to guess the internal program logic. Note that
this step is reversible as long as the message templates
are available, making it possible for Google’s internal
operators to reconstruct the original message.

The next step is to apply a one-way secure hash func-
tion to all message variables (or parts of the variables)
containing sensitive information. In this step, our goal
is to preserve as much information as possible while re-
moving all sensitive data.

Selecting which variables to hash can be difficult. One
simple scheme is to obtain a list of “sensitive terms”,
look for variables containing these terms and hash them.
This scheme does not work well enough because 1) it is
not possible to obtain an exhaustive list of all sensitive
terms, and 2) some of these sensitive terms are phrases
instead of single words. Arbitrary string concatenations,
especially when constructing hierarchical names, make
it hard to identify all phrases from a long string vari-
able. Solving the general problem of string segmenta-
tion is a hard problem in information retrieval [11, 21].
Fortunately, we have data type information for each vari-
able from the message parser, so we can specify sani-
tization rules for eachdata type, rather than each indi-
vidual variable. For example, if we know many vari-
ables are of URL type, we only need to specify a rule
to handle URLs, rather than specifying each variable.
Although GX contains almost 2000 different variables,
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Figure 2: Log sanitization overview. We need to sanitize twoseparate types of sensitive information: 1) program logic,
and 2) sensitive data. Our sanitization is based on structures of log messages as well as a list of sensitive words.

there are only about 20 different data types. Using data-
type-based rules significantly reduces the manual work
in the sanitization process.

There are exceptions to the data-type-based rules. For
example, we want to keep some integer-typed variables
(e.g. performance counters) while removing other inte-
gers revealing machine configurations. We developed a
scripting engine that allows us to specify these excep-
tions. It took us only a few days to test and fix these
exceptional cases, which is far more efficient than man-
ually examine all different message types.

We applied the sanitization process discussed above
to GX logs. To informally evaluate the effectiveness of
such methods, we generated a random sample of 100,000
messages. The random sample passed reviews by Google
operators. However, the review is subjective due to the
lack of a standard of a “clean” log, and thus we were
not able to share the data with the research community.
We believe this problem is common with many research
involving real production data.

5 Problem Detections

We apply both state based and sequence based detections
on GX data, each of which yields certain interesting pat-
terns and problems. Due to the lack of “ground truth”,
we are not able to quantitatively evaluate these results.
However, the results are intuitive and insightful for the
system operators.

5.1 Global State Based Detection

Most important anomalies are those related to problems
affecting a large part or the entire system. Thestate ratio
vectorfeature in [19], capturing the global state at a cer-
tain time window, is especially suitable in detecting and
diagnosing such anomalies.

We used the message type ID obtained from the pars-
ing step as a special state variable. Most of the messages
in GX logs are generated by background tasks reorga-
nizing the data storage. The performance and correct-
ness impact of such tasks can be significant. Thus, which

background task is running at a given time is an impor-
tant system state to capture. As each background task
always generates a fixed set of message types that are
distinct from types generated by other tasks, capturing
message type IDs is equivalent to capturing the current
state of running background tasks.

We count the number of each different message type
occurring in the entire system in every 10-minute time
window. There are over 400 different message types,
so the resulting state ratio vectors have over 400 dimen-
sions.

We then apply PCA detection to these vectors, and plot
in Figure 3 the Squared Prediction Error (SPE, defined in
Equation (1)) for each time window. We see that the state
ratio vectors stay normal during most of the time win-
dows, indicating that the relative rate for each message
type remains constant, matching our assumption that the
relative frequency of different background tasks remains
constant.

There are a few anomalous time windows, shown as
spikes in Figure 3. Because we do not have access to se-
mantic information of each message type nor do we un-
derstand the internals of GX, it is not possible to interpret
these anomalies. Instead, to verify that these anomalies
did affect system performance, we checked performance
alarm data. There is a monitoring system that periodi-
cally probes GX and raises alarms to operators if there is
significant performance degradation. The operators then
investigate these alarms and attach their comments. The
text comments with arrows in Figure 3 show these alarms
with comments. Each arrow points to the time when the
alarms are generated. We can easily see that these alarms
happen at almost the same time as the anomalies detected
by PCA, suggesting changes in state ratio vector fea-
ture are correlated with performance problems. Note that
there is a complex logic in the alarm system to suppress
unnecessary/duplicate alarms in order to reduce the op-
erator’s manual tasks. Due to these rules, the alarms and
the anomalies we detected are not likely to form a one-
to-one correspondence. Thus, these alarms are different

6



500 1000 1500 2000 2500
0

2

4

6

8

10

12

x 10
11

Time (10 min. time window, showing 2 month data)

S
P

E

 

 

SPE

Threshold

Anomalies

2 alarms [“user error”]

3 alarms [“transient”/”unknown”]

2 alarms [“known bug”]

1 alarm [“transient”]

Time (10 min. time window, showing entire 2-month data)

Figure 3: GX problem detection results using message type counts on the entire two-month period. SPE (y-axis) is
calculated using Equation (1). Texts with arrows are automatically generated alarms as well as operators’ comments
on these alarms. The arrows point to the time when the alarms happen.

from the manual labels we had in the Hadoop and Dark-
star cases in [19], preventing us from accurately evaluat-
ing the false positive/negative rates.

With the alarm system built-in, detecting anomalies
becomes a less important goal for our log analysis. How-
ever, it is not easy for the operators to determine the
cause of the performance problems just by looking at the
alarms, as the alarms provide no information other than
a long latency. In Figure 3, half of the alarms are not
clearly marked with the actual cause. On the other hand,
abnormal log patterns output by our method contain in-
formation about system internal states, and thus can be
useful supplements for operators to better diagnose these
performance anomalies.

5.2 Sequence-based Detection
State variable based detection helps explain the global
performance crisis. On the other hand, system devel-
opers are also interested in finding anomalies associ-
ated with individual background tasks. These anoma-
lies might not cause a global crisis, but affect the perfor-
mance in certain parts of the system or even indicate un-
derlying bugs. We used the message count vector method
to analyze sequence-based features.

In GX, storage is partitioned onto multiple nodes.
Each partition goes through a similar life cycle: it is first
created, then migrated among multiple nodes, and finally
terminated by a re-partition or deletion operation. A par-

tition is manipulated by background tasks, which gener-
ate sequences of log messages. In fact, the majority of
console log messages are generated by such background
tasks.

Each partition is identified by a partition identifier,
which is a complex string of arbitrary length and format.
Grouping messages by such identifiers, we can capture
all messages about events happening on a partition. Each
message sequence can last a long time, some even span-
ning the entire two-month period. In this case, the ap-
proach in [19], which builds message count vectors from
the entire sequence, becomes less useful. In order to seg-
ment each sequence into sessions, we adopted the two-
stage detection method described in [20].

In the two-stage approach, we first applied frequent
pattern based methods [20] to segment the sequences
into sessions. This pattern mining step outputs a set of
intuitive patterns. For example, when a partition is mi-
grated to a node, the original node normally prints five
messages for unloading the partition, while the receiving
node prints six messages for loading the node. Our pat-
tern mining technique is able to accurately capture these
frequently appearing sessions, as well as the time dis-
tribution for each session to complete. We discovered
nine different patterns, each of which contains two to six
events and represents a common background task in the
system. Due to confidentiality issues, we omit the de-
tails about the patterns here. There are some less fre-
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quent tasks, such as repartitioning, not captured as fre-
quent patterns. Although we could have lowered the min-
imal support requirement during the pattern mining, we
decide to leave these less frequent patterns to the PCA
method in the second stage.

In the second stage PCA detection marked less than
0.1% of over 200 million sequences as anomalies. Most
of the anomalous sessions either have rare message types
(probably error messages), or take an abnormally long
time to complete the session. Without a deep under-
standing of GX internals, we were not able to determine
the performance/correctness impact of each anomaly, nor
could we estimate the false positive rate. However, infor-
mal communications with GX operators show that these
anomalies could help GX developers to better understand
corner cases and further improve the performance and re-
liability of the system.

6 Related Work
Traditionally, operators usegrepor write ad-hoc scripts
(mostly in Perl or Python) for log analysis. To scale
the approach to large log data, researchers have pro-
posed to parallelize these scripts (e.g., Google’s Saw-
zle [8]) or adopt a full text search based approach such as
Splunk [15]. These approaches require the operators to
understand the semantics of log messages and internals
of the system, which is not always possible. Other pop-
ular improvement to these ad-hoc scripts is rule-based
systems. The most popular ones include Logsurfer [14]
and Swatch [9]. However, rules are extremely difficult
to maintain in a system that is continuously upgraded as
GX.

[16] uses textual properties to capture the global mes-
sage patterns during certain time window. It is similar to
our state-ratio based detection, but certain English words
can be overloaded in different message types, making the
process less reliable than our approach based on mes-
sage types. In fact, our approach is more similar to se-
quence based detections, traditionally done with struc-
tured traces [2, 1, 5].

There are methods that could detect problems with a
single message [22]. However, the computational com-
plexity prevents it from scaling to large data sets. [13]
analyzedsyslogfrom a set of super computers. The size
of the data set is comparable to ours, but the nature of
the data are different: ours are mainly debugging infor-
mation from a single distributed system, while the logs
described in [13] are mostly OS-level alarms.

7 Conclusion and Future work
In this paper, we summarized our early experience of ap-
plying the console log mining methodology to a produc-

tion system at Google. Despite the size and complexity
of the data set, we show that the parsing, feature cre-
ation, pattern mining, and anomaly detection techniques
are easy to adapt to system GX and yield promising re-
sults.

Lacking of even basic ground-truth about GX events
prevents us from formally evaluating our results, but in-
formal communications with operators show that the re-
sults are insightful. State based detections help find root
causes of performance problems, while sequence based
detection is useful for finding hard-to-notice corner error
cases, helping developers further improve the system.

This project is a work-in-progress, and there are many
potential future directions to pursue. First, many prob-
lems are caused by the resource contention among in-
frastructures and applications that share the same clus-
ter platform. Analyzing logs from different applications
concurrently may reveal these hard-to-detect resource
contentions, and help prevent such problems. Second,
other than console logs, there are many different kinds of
monitoring information at different granularity on each
cluster node. Combining them with console logs may
help reveal and diagnose more subtle problems. Last but
not least, console logs on large clusters may take nontriv-
ial amount of resource to generate and maintain. How-
ever, there is currently no quantitative benchmark on how
much resource is used for logging and monitoring. Cre-
ating such benchmark can be essential for designing fu-
ture log/monitoring system.
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