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Methodology

The fastest racetrack on the planet…

Trillions of protons will race around the 27km ring in

opposite directions  over 11,000 times a second, travelling

at 99.999999991 per cent the speed of light.
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Methodology

The emptiest space in the solar system…

To accelerate protons to almost the speed of light requires a

vacuum as empty as interplanetary space. There is 10 times

more atmosphere on the moon than there will be in the LHC.
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Methodology

One of the coldest places in the universe…

With an operating temperature of about -271 degrees

Celsius, just 1.9 degrees above absolute zero, the LHC is

colder than outer space.
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Methodology

The hottest spots in the galaxy…

When two beams of protons collide, they will generate

temperatures 1000 million times hotter than the heart of the

sun, but in a minuscule space.
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The biggest most sophisticated detectors ever built…

To sample and record the debris from up to 600 million

proton collisions per second, scientists are building

gargantuan devices that measure particles with micron

precision.
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The most extensive computer system in the world…

To analyse the data, tens of thousands of computers around

the world are being harnessed in the Grid. The laboratory

that gave the world the web, is now taking distributed

computing a big step further.
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Why?
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Methodology

To push back the frontiers of knowledge…

Newton’s unfinished business… what is mass?

Science’s little embarrassment… what is 96% of the Universe made of?

Nature’s favouritism… why is there no more antimatter?

The secrets of the Big Bang… what was matter like within the first second of the

Universe’s life? 11
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To develop new technologies…

Information technology - the Web and the Grid

Medicine - diagnosis and therapy

Security - scanning technologies for harbours and airports

Vacuum - new techniques for flat screen displays or solar energy devices
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Methodology

To unite people from different countries and cultures…

20 Member states

38 Countries with cooperation agreements

111 Nationalities

10000 People
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To train the scientists and engineers of tomorrow…

From mini-Einstein workshops for five to sixes, through to professional schools in

physics, accelerator science and IT, CERN plays a valuable role in building

enthusiasm for science and providing formal training..
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The accelerator generates 40 million
particle collisions (events) every
second at the centre of each of the
four experiments’ detectors
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Tier-0 – the accelerator centre

Data acquisition & initial processing

Long-term data curation

Distribution of data  Tier-1 centres

Canada – Triumf (Vancouver)
France – IN2P3 (Lyon)
Germany – Forschunszentrum Karlsruhe
Italy – CNAF (Bologna)
Netherlands – NIKHEF/SARA (Amsterdam)
Nordic countries – distributed Tier-1

Spain – PIC (Barcelona)
Taiwan – Academia SInica (Taipei)
UK – CLRC (Oxford)
US – FermiLab (Illinois)
      – Brookhaven (NY)

Tier-1 – “online” to the data acquisition
process   high availability

Managed Mass Storage

Data-heavy analysis

National, regional support

Tier-2 –    ~100 centres in ~40 countries

Simulation

End-user analysis – batch and interactive
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Interoperability in action





80 Tier-2s    45%

11 Tier-1s    35%

CERN          20%

530M SI2K-days/month (CPU)

  

9 PB disk at CERN + Tier-1s

CERN

18%

All Tier-1s

39%

All Tier-2s

43%
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  4x   6x

Evolution of installed capacity from April 06 to June 07

Target capacity from MoU pledges for 2007 (due July07) 

                                                         and 2008 (due April 08)
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Note the dates! Failed hardware was left down. 
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1996 2000

1TB

2006
4GB
10MB/s

50GB
20MB/s

500GB
60MB/s

I/O 250x10MB/s
2,500MB/s

20x20MB/s
400MB/s

2x60MB/s
120MB/s
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Global GridMap

Application Domain GridMap

Local GridMap Local GridMap Local GridMap
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25 Sep 200724 Sep 200723 Sep 2007

Site Availability over time:

22 Sep 200721 Sep 200720 Sep 2007
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LHCbCMSAtlasAliceOPS

Site Availability from different VO perspectives:

site BDIISRMSECEOverall Site

Status of different Site Services:
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Thank You!


