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Improving latency by completing more IO per platter rotation
Reordering IO allowed
wider actuator arm movements

Introduction

from wikipedia.org



Current Status

It works!
 +50% IOps in some case



Current Status

Degraded performance on real life application
Some commands take 1-2 seconds to be completed.



Degraded performance on real life application 
earlier tests report better Median, worst Mean

Current Status



Current Status

Code implemented to limit queue size and put a limit on 
IO  completion time.



Current Status

Impact on application
Raw performance slightly degraded
Better deviation



Risks

NCQ increases our dependancy on vendors
Disks, PM, HBA
Behavior differences depending on models/fwrev



Scheduler Impact

Random Test: 
Using AS



Scheduler Impact

Random Test: 
Using NOOP



Longer Term

NCQ in the host?
Use Drive Topology

Not always provided, not 
always accurate

Test the drive to figure out 
topology
Modify Scheduler to use the 
topology? 

too complex for marginal 
gain.


