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The goal of this research is to develop practical col-
laboration mechanisms that allows any group members
to modify shared files. Our system is designed to sup-
port far more conflicting updates than was assumed by
systems such as Coda [3] and Ficus [2]. Resource rich
laptops were observed to become the primary computing
platform of contemporary users. Hence, we design our
system for wireless users. The ubiquity of high speed
wireless networks allow these users to operate from a va-
riety of locations: home, work and from a third place. In
each of these locations, users encounter different kinds
of local participants while still communicating with their
global partners who also use wireless networks. Our em-
pirical analysis of the wireless availability behavior of a
large number of wireless users in a variety of communi-
ties: academia, corporate lab, conference attendees and
in a city-wide hotspot showed a trend towards smaller
user session lengths as well as longer durations between
sessions with observable node churn. An investigation
of the significance of these observations show that the
user availability patterns has an detrimental impact on
the behavior of prior group collaboration systems. As
compared to desktop users, wireless users appear to
stay online for just enough time to complete their own
tasks without fruitfully participating in providing bet-
ter sharing for other group members. We observed that
a mandatory locking scheme rejects many updates be-
cause of simultaneous requests. Similarly, AFS like last
writer wins semantics causes a large number of inconsis-
tent updates with an observable loss of update causality.
Also, asynchronous propagation systems such as Bayou
[1] experience a large number of update conflicts and
transaction roll-backs. More importantly, the worst per-
formance in all these systems was observed during the
peak availability durations; these systems fail when all
the group members were available.

We showed the inadequacy of prior systems that main-
tain a single consistent copy of the shared documents.
Instead, we develop a moderated collaboration mech-
anism that maintains multiple copies of the shared
object. We maintain one updateable copy of the shared
content on each group member’s node. We also hoard
read-only copies of each of these updateable copies
in any interested group member’s node. For a group
of size n, we can potentially maintain one updateable
copy (the author) and (n − 1) read-only copies (from

other users in the collaboration group). Given the vast
improvements in laptop storage (a 500GB 2.5” hard
disk retails for less than USD$120), extra copies are a
reasonable overhead. Group members can reduce the
replica maintenance overhead by explicitly specifying
the group members whose contents are replicated. Each
author manually moderates and incorporates modifica-
tions from other group members using these read-only
replicas. Moderation operations are similar to manual
reconciliation operations in Coda and Ficus except that
the moderator incorporates updates from all the other
group members into their copy. The various versions of
the shared document will eventually converge through
independent moderation operations. The system auto-
matically logs the provenance of all causal reads of con-
tents from other replicas into the author versions. These
provenance records allows any users to independently
decide whether their updates had been incorporated into
the final version of a particular file.

Using the wireless access traces, we show that our
system avoids many of the problems of prior sys-
tems. Except for small groups, our distributed approach
achieves similar performance as a server based system.
We have built a prototype of our system using Git, an
open source distributed version control system and the
Fuse userspace file system. Git is designed to be fast
and efficient (space and time) and we inherit these ad-
vantages. Preliminary benchmarks show that our system
achieves performance similar to a fuse file system. This
system is in regular use within our group. We are in the
process of releasing it to a larger audience.
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