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What is Apache Hadoop?

• Distributed File System and Map-Reduce programming
platform combined
• Designed to scale out

• Must satisfy requirements of a full-scale WWW content system
• SAN and NAS devices don’t support enough storage or IO bandwidth

• Combine the storage and compute power of any set of
computers

• Highly portable: Framework in Java, user code in user’s
preferred language

• Apache Software Foundation Open Source
• Originally part of Lucene, now a sub-project
• Yahoo! does not maintain a separate source code repository
• You can download and use what I’m using today
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Why Open Source?

• Infrastructures that scale are not common
• If our infrastructure becomes popular, we’ll be able to hire

people who are already familiar with our technology

• Execution should not be a competitive advantage
• The game is killer search engine results and monetization
• My job is providing hosted infrastructure to Yahoo!’s

researchers, scientists, architects and developers

• Yahoo! Search Technology was comprised of several
search companies: Inktomi, Altavista, Fast, Overture
• We are behind in infrastructure technology

• Companies in difficult situations don’t invest in infrastructure

• By releasing our work, we all will catch up more quickly



Usenix LISA WIP - 11/16/2007

A Quick Timeline

• 2004 - Initial versions of what is now Hadoop Distributed File System and Map-Reduce
implemented by Doug Cutting & Mike Cafarella

• December 2005 - Nutch ported to the new framework. Hadoop runs reliably on 20 nodes.
• January 2006 - Doug Cutting joins Yahoo!
• February 2006 - Apache Hadoop project official started to support the standalone

development of Map-Reduce and HDFS.
• March 2006 - Formation of the Yahoo! Hadoop team
• May 2006 - Yahoo sets up a Hadoop research cluster - 300 nodes
• April 2006 - Sort benchmark run on 188 nodes in 47.9 hours
• May 2006 - Sort benchmark run on 500 nodes in 42 hours (better hardware than April

benchmark)
• October 2006 - Research cluster reaches 600 Nodes
• December 2006 - Sort times 20 nodes in 1.8 hrs, 100 nodes in 3.3 hrs, 500 nodes in 5.2

hrs, 900 nodes in 7.8
• January 2006 - Research cluster reaches 900 node
• April 2007 - Research clusters - 2 clusters of 1000 nodes
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Interacting with the HDFS

• Simple commands: hadoop dfs -ls, -du, -rm, -rmr
• Uploading files

• hadoop dfs -put foo mydata/foo
• cat ReallyBigFile | hadoop dfs -put - mydata/ReallyBigFile

• Downloading files
• hadoop dfs -get mydata/foo foo
• hadoop dfs -get - mydata/ReallyBigFile | grep “the answer is”
• hadoop dfs -cat mydata/foo

• File Types
• Text files
• SequenceFiles

• Key/Value pairs formatted for the framework to consume
• Per-file type information (key class, value class)
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Browse the HDFS in a Browser
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Hadoop: Two Services in One
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Map-Reduce Demo

• hod -m 10
• run jar hadoop-examples.jar

wordcount -r 4
/data/vespanews/20070218
/user/marco/wc.out
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Running job: One failed task
automatically retried
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Streaming Map-Reduce Demo

run jar hadoop-streaming.jar -numReduceTasks 4
-input /data/vespanews/20070218 -output wc-streaming.out
-mapper "perl -ane 'print join(\"\n\", @F), \"\n\"'”
-reducer "uniq -c”
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PIG

• A high-level declarative language (similarity to SQL)
• Pig Latin is a simple query algebra that lets you express data

transformations such as merging data sets, filtering them, and
applying functions to records or groups of records. Users can
create their own functions to do special-purpose processing.

• A SW layer above MR, implementing a grouping syntax

• Wordcount example in PigLatin:

input   = LOAD 'documents' USING StorageText(); 

words   = FOREACH input GENERATE FLATTEN(Tokenize(*));

grouped = GROUP words BY $0; 

counts  = FOREACH grouped GENERATE group, COUNT(words); 
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Questions?

http://lucene.apache.org/hadoop/
http://developer.yahoo.com/blogs/hadoop/

Marco Nicosia
Grid Services Operations

Yahoo! Inc.
marco@yahoo-inc.com

I Am Hiring!


