Dynamic Processors Demand Dynamic Operating Systems

Sankaralingam Panneerselvam and Michael M. Swift

Computer Sciences Department
University of Wisconsin, Madison, WI
{sankarp,swift}@cs.wisc.edu

Abstract

The rise of multicore processors has lead to techniques that dynamically vary the set and characteristics of cores or threads available to the operating system. For example, Core Fusion merges multiple cores for faster processing. While the mechanics of the change, such as merging two cores into a more powerful core, can be handled by a virtualization layer, operating systems still have an interest in the exact set of cores available. For example, the read-copy-update mechanism in Linux must contact all cores to complete an update. Thus, the OS must be informed when the set of CPUs changes. We demonstrate through an analysis of a recent Linux kernel that (i) there are over 15 subsystems - each subsystem can have multiple callbacks registered – that depend on knowing the set of cores, and (ii) the existing hotplug mechanism is poorly suited to handling dynamic processors due to its poor performance and scalability. Based on this analysis, we propose two mechanisms, processor proxies and parallel and deferred hotplug to provide low-latency recon-figuration. In initial experiments, we show that we can reduce the latency of reconfiguration in Linux by 95 percent.

1 Introduction

The rise of multicore processors has lead to many proposals that dynamically vary the set of processors available. For example, with Core Fusion [11], speculative multi-threading [7, 6, 19, 12, 14], and speculative subordinate microthreading [3], two or more processors or thread contexts combine to improve performance. Similar techniques combine multiple contexts dynamically to improve reliability through redundant execution [1, 16].

Furthermore, other trends may also lead to a varying set of processors. With virtualization, the hypervisor may dynamically change the number of virtual processors available to an operating system as workloads change [24, 23]. Current Intel Nehalem processors can boost the performance of one core by disabling or parking other cores [4, 10].

The critical feature of these architectures is that the number of physical execution contexts may change dynamically. As a result, operating systems built with the assumption that the set of processors is static or changes only slowly will not be able to leverage these hardware features.

We argue that to support these future processors, operating systems must become much more dynamic in how they treat the set of processors. Existing hotplug mechanisms assume reconfigurations are rare, and that when they occur, they are fairly permanent. In a dynamic system, though, processors may disappear temporarily when running a single task, and return soon after. Rather than assuming that the set of processors is static most of the time, operating systems should accept that it might change.

We present a case study of the Linux kernel to demonstrate how a modern operating system depends on the set of available processors. We find that there are at least 15 subsystems with 35 callbacks that must be notified every time the available processors change. Furthermore, we analyze the existing hotplug mechanism and find that it takes over 100 ms to add and 25 ms remove a CPU, and that latency increases as more processors are added or removed. Thus, the existing mechanism is not suitable to support dynamically reconfigurable processors.

Based on this analysis, we propose two changes to how operating systems manage physical processors. First, we propose a new abstraction, the processor proxy, which is a virtual stand-in for a processor. When a processor that has been disabled is needed for a global operation, a virtual stand-in takes over its role, responding to messages on its behalf. From the perspective of other processors, the disabled processor is thus still available. Second, we propose modifications to the hotplug mechanism to parallelize hotplug, allowing multiple cores to be added or removed at a time, and to defer notification of processor-set changes, to avoid reconfiguring when the change is only transient. With these changes, processors can be stopped or started on the timescale of a single scheduling quantum, allowing for more reliable, higher performing, and efficient systems.

In the remainder of this paper, we first discuss motivating hardware features and analyze the existing Linux
mechanisms for adding and removing processors. We then discuss the design of our proposed changes, followed by a brief discussion of our initial implementation efforts.

2 Motivation

While most computers have a static set of processors, hardware trends indicate that future computers may support a dynamically variable set of processors, either for performance, reliability, or power efficiency.

2.1 Dynamically Reconfigurable Processors

Most current processors are packaged as multicore chips, with multiple processor cores on a single package and one or more threads per core. Despite the fixed number of cores in a processor socket, we see at least four reasons why the number of CPUs exposed to an operating system may vary.

First, many researchers have demonstrated single-thread performance increases from combining several processing cores into a single more powerful processing element. Core Fusion increases performance by combining core resources, such as functional units, into a larger core that can achieve higher ILP [11]. Similarly, speculative multi-threading executes loop iterations or function calls in parallel [8, 22]. Slipstream processing [9] improves performance through prefetching. These techniques aid the mountains of single-threaded code left behind by multicore processors.

Figure 1 shows an example of these architectures. Part (a) shows a homogeneous multicore system, and part (b) shows how cores can be fused together to act as more powerful cores. This is representative of core fusion and speculative multithreading.

Second, processing cores may be combined to improve reliability. For example, redundant execution techniques run a thread simultaneously on multiple cores and automatically recover from failures when outputs differ [1, 20, 25]. When surplus cores are available these techniques promise inexpensive error detection and fault tolerance.

Third, future processors may be over provisioned, in that they may contain more processing elements than can be simultaneously powered on [2]. Furthermore, processors may disable cores to save power or to transfer power to the remaining cores [4]. As a result, a system may switch between a single large, fast core and a smaller number of more efficient and slower cores when parallelism is available.

Finally, virtualization may lead to varying numbers of virtual processors. When competing workloads are light, a virtual machine could use more virtual processors to get more work done, and when workloads are heavy, drop down to a single processor.

These mechanisms all vary the set of processors available to an operating system over time on short time scales. Thus, operating systems must support changing the number of available processing cores. While virtual machines can implement reconfiguration [1, 27], we next show that operating systems are dependent on knowing the set of available processors.

2.2 OS Dependence on Processors

The challenge arising when the set of available processors changes is that many parts of modern operating systems depend on either the identity of a particular processor or require cooperation of all or most processors.

We examined the Linux 2.6.31-4 kernel to discover the extent to which it depends on knowing the current set of processors. We examine three facets of the Linux: (i) what portions of the OS have per-CPU data structures, (ii) what portions of the OS must be notified when the set of processors change, and (iii) how frequent are operations that require all processors? These three factors determine the cost and complexity of dynamically changing the set of available processors. We answer these questions by examining the Linux kernel source code and by dynamically measuring its behavior on a 2.5 GHz Intel Core2-Quad system running a mix of Unix command line utilities.

Per-CPU Data Structures. A subsystem may declare a variable to be per-CPU, meaning that it has a different address and value on every CPU [5]. Current uses of per-CPU variables include counter variables, buffers, callback queues and run queues. We found 446 separate variables in Linux that are defined as per-CPU. The arch subdirectory defines 294 variables, which mostly refer to hardware
structures. Of the remaining 149 variables, 70 are used in the core kernel routines, 32 in drivers, 16 in networking, 12 in memory management and 4 in file systems. If the number or set of processors change, these per-CPU data structures must be updated or initialized to reflect the change.

**Processor Change Notification.** A subsystem that wants to maintain state about different processors can request notifications through the hotplug mechanism when the set of processors change. When a processor is added or removed, the kernel calls all registered callback functions with the identity of the processor affected.

We profiled our system and recorded the set of functions the kernel invokes when a processor is added or removed. We found 35 callbacks split across 15 subsystems, shown in Table 1. Most of these callbacks are to the subsystems described above that store per-CPU data, although not all. These callbacks delay reconfiguration because the kernel must invoke many functions when reconfiguring.

### Table 1: Callbacks registered by each subsystem.

<table>
<thead>
<tr>
<th>Subsystem</th>
<th>Callbacks</th>
</tr>
</thead>
<tbody>
<tr>
<td>arch</td>
<td>7</td>
</tr>
<tr>
<td>kernel</td>
<td>5</td>
</tr>
<tr>
<td>memory manager</td>
<td>5</td>
</tr>
<tr>
<td>scheduler</td>
<td>3</td>
</tr>
<tr>
<td>lib</td>
<td>2</td>
</tr>
<tr>
<td>net</td>
<td>2</td>
</tr>
<tr>
<td>rcu</td>
<td>2</td>
</tr>
<tr>
<td>timer</td>
<td>2</td>
</tr>
<tr>
<td>fs</td>
<td>1</td>
</tr>
<tr>
<td>ring buffer</td>
<td>1</td>
</tr>
<tr>
<td>workqueue</td>
<td>1</td>
</tr>
<tr>
<td>cpuset</td>
<td>1</td>
</tr>
<tr>
<td>block</td>
<td>1</td>
</tr>
<tr>
<td>acpi</td>
<td>1</td>
</tr>
<tr>
<td>topology</td>
<td>1</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>35</strong></td>
</tr>
</tbody>
</table>

**All-processor Operations.** Several operations within the Linux kernel require communication with all processors. For example, the read-copy update (RCU) mechanism [15] is used to update read-mostly global data structures. It ensures quiescence of data structure update by making the update only after all the CPUs have undergone at least one context switch. TLB shootdowns similarly require communication with all processors on which an address space has been mapped. To gauge the frequency of global operations, we measured the frequency of RCU operations. They occur approximately 90 times per second per processor. Thus, if the set of CPUs changes, these RCU operations could be delayed.

Based on these observations, we find that the Linux kernel is intimately aware of the set of available processors. If this set were to change rapidly, numerous subsystems would have to be notified and many per-CPU structures updated. Furthermore, operations that require all processors can only execute when the set has quiesced, either delaying these operations or blocking frequent reconfiguration.

### 3 Hotplug

Operating systems currently support the dynamic change of processors through a hotplug mechanism. On Windows, it is only possible to add processor or replace processor, but not remove them [21]. Solaris and Linux support both adding and removing of processors dynamically [13, 17].

Hotplug targets two uses: maintenance, to remove a failing processor or dynamically add capacity; and virtualization, to change the allocation of processors to a virtual machine. These are both infrequent events, so hotplug implementations optimize for low overhead in the common (no reconfiguration) case, rather than for frequent changes.

**Hotplug Implementation.** The Linux hotplug implementation provides two operations accessible from the command line: offline a processor and online a processor. To offline a processor, the kernel follows the steps in Table 2. When a CPU is brought online, the process is reversed. The key features of this implementation are that: (i) it is a lengthy, time-consuming process, (ii) it requires quiescing the system globally to update the mask of available CPUs, and (iii) it assumes that processors, once offline, never come online again by unnecessarily removing all references to them.

However, in the case of dynamically reconfigurable processors, these three features make hotplug inappropriate. First, reconfiguration could occur frequently, for example every time a process is scheduled. Thus, a slow hotplug process could prevent performance gains from reconfiguration. Second, hotplug requires quiescing the system, which becomes expensive as the number of processors grows. Furthermore, it prohibits separate portions of the chip reconfiguring simultaneously, again limiting scalability. Finally, a reconfigurable processor may only temporarily disable a core, so hotplug performs unnecessary cleanup and initialization.

**Hotplug Performance.** We measure the performance of Linux hotplug by adding or removing one or more processors on a four-core system while no applications are run-
Processor proxies address short-term reconfiguration, while deferred and parallel hotplug reduces the frequency and latency of long-term reconfiguration operations. These are initial steps at fully supporting dynamic reconfiguration, which may take many additional steps.

### 4.1 Processor Proxies

We observe that much of overhead of hotplug operations is notifying other processors and initializing/cleaning up software data structures. However, if other processors are not notified, they may block waiting for global operations to complete.

We therefore create a container, called a processor proxy, for the OS data structures referring to a processor. When a physical CPU is unavailable, a processor proxy is created for it on another CPU and takes its place when necessary. The kernel moves its communication endpoints, such as interrupts, to that CPU. Any operations that require the presence of a core, such as a TLB shoot-down or an RCU operation, can continue without waiting for the unavailable CPU.

Processor proxies are similar to multiplexing virtual CPUs (VCPUs) on a single processor with a hypervisor. However, processor proxies only virtualize the external interface to a processor, such as interrupts and RCU operations. Thus, a processor proxy does not schedule or run general code. In contrast, a VCPU may run any code and forces the hypervisor to schedule or timeslice multiple CPUs on a single physical CPU. Furthermore, because the OS controls processor proxies, it can prevent preemption while holding spinlocks [26].

We add a new execution context to the OS, beyond process context and interrupt context, termed a proxy context. A proxy context exists on a CPU for each of the processors it proxies and executes only when the proxying CPU receives inter-processor interrupts (IPIs) on behalf of the proxied CPU and performs the required operation. No threads are scheduled on a processor proxy.

The key challenge is ensuring that all the per-CPU state is available to code executing in a proxy context. Our design leverages the Linux implementation of per-CPU variables, which are accessed through segments on x86 processors. A segment in the GDT (Global Descriptor Table) points to the memory segment holding the per-CPU structures. Since each CPU has its own GDT, each processor contains a different GDT entry that points to its private segment. Linux loads this GDT entry into the FS register when in kernel mode, and access to per-CPU variable use segment-based addressing with this register. When switching to a processor proxy, we load the proxy’s per-CPU segment into the proxying processor’s GDT, and set up a new execution context.

### Design

Operating systems gain great scalability benefits by their awareness of processors and per-CPU data structures. We seek to retain those benefits yet improve reconfiguration speed with two mechanisms:

1. **Processor proxies** stand in for processors when they are offline.
2. **Parallel and deferred** allow multiple simultaneous hotplug operations and to defer hotplug until a condition is stable.

Table 2: Steps to take a CPU offline.

<table>
<thead>
<tr>
<th>Hotplug Operation</th>
<th>Cores</th>
<th>Native (msec)</th>
<th>Par (msec)</th>
<th>Proxy (msec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OFFLINE</td>
<td>1</td>
<td>25</td>
<td>25</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>60</td>
<td>60</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>137</td>
<td>130</td>
<td>6.5</td>
</tr>
<tr>
<td>ONLINE</td>
<td>1</td>
<td>106</td>
<td>106</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>214</td>
<td>111</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>331</td>
<td>131</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 3: Native hotplug, parallel hotplug, and proxy latency to take 1-3 CPUs offline and online.

While the performance is very fast compared to the frequency of maintenance or virtualization events, it is too slow to be used when reconfiguring hardware for specific processes on a system.
the FS register to the proxy’s segment.

An additional complication arises in code making use of the thread_info variable, which refers to the CPU state of the task currently running on the processor. The kernel provides access to this structure through the stack pointer, which is not changed when executing in a proxy context. We modify the macro for accessing thread_info to redirect accesses from proxy context to the right data.

Processor proxies speed reconfiguration because they remove much of the work to change the set of processors. Instead, the major task is to reprogram the interrupt controller. To set up a processor proxy, interrupts must be routed from the existing processor to its proxy. These fall into two categories: device interrupts, which must be rerouted or redistributed to other online CPUs, and IPIs, which must be sent to the proxying CPU.

4.2 Parallel and Deferred Hotplug

Our second goal is to make hotplug more scalable when it is used. It is likely that reconfigurable processors will be reconfigured en masse, for example when four cores are fused into a single more powerful core.

We parallelize the implementation of hotplug by allowing multiple CPUs to change state simultaneously. The current implementation of the hotplug grabs a global lock while notifying subsystems of the change in processors, thereby serializing changes to the processor set. We parallelize this implementation by adding a new interface for adding removing a set of processors at once. This allows the local operations to initialize or cleanup a processor to proceed in parallel, and ensures that notification to subsystems occur once with a mask or processors, rather than once per CPU. When bringing a CPU online, this greatly improves performance because multiple CPUs can be initialized in parallel.

Deferred hotplug leverages processor proxies to only execute hotplug operations when a reconfiguration is long lasting. We modify the hotplug subsystem to allow remotely offline a CPU, by executing on a separate physical CPU from the one taken offline. We accomplish this by changing the take_cpu_down function to take an additional parameter identifying the CPU to take offline. This is safe because take_cpu_down, which normally shuts down the CPU by disabling interrupts, now disables the proxy for the CPU instead, so it similarly does not receive interrupts.

The benefit of parallel and deferred offline is that transitions between configurations occur with lower latency and lower total overhead. In conjunction with processor proxies, these mechanisms support rapid reconfiguration that allows different processes to use unique processor configurations.

4.3 Preliminary Evaluation

We have begun the implementation of processor proxies and deferred/parallel hotplug in Linux. We have verified that processor proxies correctly deliver inter-processor interrupts, execute bottom halves, and allow RCU operations to complete while proxying a CPU. Furthermore, the system can run arbitrarily long while proxying.

We evaluate our changes with same configuration reported previously in Section 2. The results are shown in Table 3, columns 4 and 5. For parallel hotplug, we find a small benefit when taking multiple CPUs offline. For bringing CPUs online, though, we find there is little overhead to bringing multiple CPUs online at once, leading to a 60 percent reduction in time for the reasons noted earlier. Processor proxies provide much larger benefit, reducing time for reconfiguring a single processor by 95%. We find these results encouraging, but do not yet reach our goal of reconfiguring faster than a scheduling quantum. We continue to look at how other parts of the hotplug mechanism can be optimized for dynamically reconfigurable processors.

5 Conclusions

The rise of multicore processors leads to new opportunities for improving performance, reliability, and power consumption by reconfiguring the set of running processors. Existing operating systems cannot react to changes fast enough to fully utilize these mechanisms. We propose two mechanisms to make operating systems more dynamic: processor proxies to temporarily stand in for an unavailable processor, and parallel and deferred hotplug, to reduce the latency of reconfiguration operations. Furthermore, new affinity mechanisms, such as pair-wise affinity of threads [18] are also needed. With these mechanisms, the bulk of the operating system can remain unchanged while the set of physical CPUs available changes rapidly.
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