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Abstract

The growing popularity of wireless networks has led to
cases of heavy utilization and congestion. In heavily uti-
lized wireless networks, the wireless portion of the net-
work is a major performance bottleneck. Understanding
the behavior of the wireless portion of such networks is
critical to ensure their robust operation. This understand-
ing can also help optimize network performance. In this
paper, we use link layer information collected from an op-
erational, large-scale, and heavily utilized IEEE 802.11b
wireless network deployed at the 62nd Internet Engineering
Task Force (IETF) meeting to study congestion in wireless
networks. We motivate the use of channel busy-time as a
direct measure of channel utilization and show how chan-
nel utilization along with network throughput and goodput
can be used to define highly congested, moderately con-
gested, and uncongested network states. Our study corre-
lates network congestion and its effect on link-layer perfor-
mance. Based on these correlations we find that (1) current
rate adaptation implementations make scarce use of the 2
Mbps and 5.5 Mbps data rates, (2) the use of Request-to-
Send/Clear-to-Send (RTS–CTS) prevents nodes from gain-
ing fair access to a heavily congested channel, and (3) the
use of rate adaptation, as a response to congestion, is detri-
mental to network performance.

1 Introduction

The occurrence of a high density of nodes within a sin-
gle collision domain of an IEEE 802.11 wireless network
can result in congestion, thereby causing a significant per-
formance bottleneck. Effects of congestion include drastic
drops in network throughput, unacceptable packet delays,
and session disruptions. In contrast, the back-haul wireline
portion of a wireless network is typically well provisioned
to handle the network load. Therefore, there arises a com-
pelling need to understand the behavior of the wireless por-
tion of heavily utilized and congested wireless networks.

To fulfill our endeavor of studying the performance of
congested wireless networks, we collected link-layer traces
from a large-scale wireless network at the 62nd Internet En-
gineering Task Force (IETF)1 meeting held in Minneapolis,
Minnesota. The meeting was held March 6–11, 2005 and
was attended by 1138 participants. Almost all of the partic-
ipants used laptops or other wireless devices. The wireless
network consisted of 38 IEEE 802.11b access points de-
ployed on three adjacent floors of the venue. Our traces
collected over two days at the meeting consist of approx-
imately 57 million frames and amount to 45 gigabytes of
data. An analysis of the data shows that the large number
of participants and access points resulted in heavy utiliza-
tion of the wireless network with multiple periods of con-
gestion.
Through the analysis of the IETF network, we aim to
understand the impact of congestion in wireless networks
by answering questions such as: (1) what does congestion
mean in a wireless network? (2) how do we identify it?
(3) what are the challenges in the congestion analysis?
(4) what are the effects of congestion on link-layer prop-
erties? Answering these questions is non-trivial. The
difficulty arises because of several reasons. First, the IEEE
standards do not specify a number of often used protocol
features. Examples include the rate adaptation protocol
and the transmission power control scheme. Implementa-
tions of such features are vendor-specific and their details
are often proprietary. Second, monitoring tools for sniffing
link-layer information are limited in their capabilities
because they cannot capture all relevant information
about all transmitted packets due to either fundamental
hardware limitations, the proprietary nature of hardware
and software, or hidden terminals. Finally, we performed
the monitoring in an uncontrolled environment. This
precluded any parameterized behavioral analysis which
might be otherwise possible in a controlled laboratory
setting.
In our effort to answer the above questions, we first show
how channel utilization can be used to identify various
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states of congestion in the wireless medium. Further, we
use channel utilization to explain the behavior of the MAC
layer. The behavior is analyzed by studying factors such
as the channel busy-time, effectiveness of the Request-to-
Send/Clear-to-Send (RTS–CTS) mechanism, frame trans-
mission and reception, and acceptance delays. Based on
our analysis, we make the following main observations:

• The use of RTS–CTS by a few nodes in a heavily con-
gested environment prevents those nodes from gaining
fair access to the channel.

• The number of frame transmissions at 1 Mbps and
11 Mbps are high for all congestion levels. Current
rate-adaptation implementations make scarce use of
the 2 Mbps and 5.5 Mbps data rates irrespective of
the level of congestion.

• At high congestion levels, the time to successfully
transmit a large frame sent at 11 Mbps is lower than
for a small frame sent at 1 Mbps.

• At high congestion levels, the time consumed by
frames transmitted at 11 Mbps is only about half the
time consumed by frames transmitted at 1 Mbps. Yet
the number of bytes transmitted at 11 Mbps is approx-
imately 300% more than at 1 Mbps.

These observations offer important insight into the oper-
ation and performance of congested wireless networks. We
believe that these observations hint at significant deficien-
cies in the 802.11b protocol and its implementations. Even
though the above observations are specific to the IETF net-
work, we believe they will generally be applicable in other
network configurations because of the large diversity in
wireless hardware and network usage patterns recorded in
our data set.
We believe this paper is the first of its kind to empiri-
cally analyze a heavily-congested wireless network. While
we are unable to totally understand all the observed net-
work behavior because of the above noted challenges, we
believe that we offer significant insight into the behavior of
a heavily congested network. We hope that the insight can
be utilized to design better systems and protocols. We also
hope that analysis of congestion in wireless networks will
be the focus of future monitoring efforts.
The remainder of this paper is organized as follows:
Section 2 motivates the importance of understanding con-
gestion in wireless networks. An overview of the IEEE
802.11b MAC protocol is given in Section 3. Section 4 de-
scribes the data collection methodology and the challenges
of vicinity sniffing in large-scale networks. Section 5 de-
scribes a method for measuring network congestion. The
effects of congestion on data packet retransmissions, frame
sizes, and data rates are discussed in Section 6. Section 7
presents the conclusions from our study.

2 Related Work and Motivation

A large number of studies have analyzed the performance
of wireless networks. We summarize a representative sam-
ple of the existing work below.
Several studies have utilized measurements from pro-
duction wireless networks to compute traffic models [2, 7,
13, 14, 18] and mobility models [3, 6, 21]. The primary fo-
cus of these studies has been to either investigate transport
and application layer performance through the analysis of
traffic captured on the wireline portion of the network, or
utilize SNMP and syslog information from access points to
model mobility and association patterns. Few studies have
analyzed the performance of the wireless portion of de-
ployed networks. Yeo et al. capture link-layer information
to analyze the performance of a small-scale campus wire-
less network [22]. Mishra et al. use a sniffer to study the
AP hand-off performance in a controlled experiment [15].
The effect of congestion on the performance of the var-
ious protocol layers has been studied extensively using ei-
ther simulations or analytical methods. Cen et al. pro-
pose algorithms for distinguishing congestion from wire-
less network losses [5]. The algorithms provide a ba-
sis for optimizing TCP parameters such as back-off inter-
vals and congestion window sizes. Several methods for
the optimization of the 802.11 protocol in congested en-
vironments have been suggested [16, 19, 20]. Techniques
have been proposed that optimize 802.11 protocol perfor-
mance by either adjusting frame sizes in high bit-rate envi-
ronments [16, 20] or varying the protocol contention win-
dow [1]. Heusse et al. analyze problems with multi-
rate adaptation in the 802.11b protocol [8]. They suggest
that because frames transmitted at low data rates occupy
more time in the channel compared to frames transmit-
ted at high data rates, hosts utilizing the high data rates
suffer a penalty. This penalization is considered to be an
anomaly in the 802.11 Distributed Coordination Function
(DCF) Carrier Sense Multiple Access/Congestion Avoid-
ance (CSMA/CA) protocol. Finally, Cantieni et al. theo-
retically evaluate the effect of congested wireless networks
on frames transmitted at different rates [4]. We experimen-
tally confirm their analysis in Section 6.
The above studies do not offer an experimental evalua-
tion of link-layer performance in heavily utilized and con-
gested wireless networks. We believe that gaining a deep
understanding of the real-world performance of the link-
layer in congested networks is important. The insight can
help in the design of robust protocols and implementations
to handle congestion related problems more efficiently.
Our initial efforts to understand the performance of heav-
ily congested wireless networks is described in a previous
paper [10]. Our work therein proposes a reliability met-
ric that utilizes the reception of beacon frames from access
points to compute link reliability. Our preliminary finding
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is that link reliability can be used to estimate congestion
and explain its effects. On the other hand, the thesis of this
paper is to propose a metric to determine congestion levels
and to provide insight into the performance of the link-layer
based on the congestion levels.

3 IEEE 802.11b DCF Protocol: Overview

This section summarizes the operation of the IEEE 802.11
Distributed Coordination Function (DCF) protocol. We
limit the scope of the protocol description to aspects that
are essential for a better understanding of the operation and
functions discussed in this paper.
The IEEE 802.11b DCF protocol is designed to man-
age and reduce contention in the wireless communication
medium in a fairmanner. The algorithm used by the proto-
col is known as Carrier Sense Multiple Access with Colli-
sion Avoidance (CSMA/CA). According to the algorithm,
when a node wants to transmit a frame, the station is re-
quired to first sense if the communication medium is busy.
If it is, the station waits for a specific period of time known
as the Backoff Interval (BO) and then tries to sense the
medium again. If the channel is not busy, the station trans-
mits the frame to the intended destination. The destina-
tion sends an acknowledgmentmessage to the source of the
frame upon successful reception of the frame. If the source
does not receive an acknowledgment within a specific pe-
riod of time, it tries to re-send the frame by repeating the
same process. Broadcast messages do not require the des-
tination to send an acknowledgment of reception.
Contention in the communication medium can be further
reduced using Request-To-Send (RTS) and Clear-To-Send
(CTS) messages between sender-receiver pairs. A sender
transmits an RTS with information about the size of the
data frame to come and the channel time to be consumed
by the data frame. If the receive is free to receive the data
frame, it sends a CTS back to the sender. At the same in-
stant, other stations in the vicinity of the sender-receiver
pair record the estimated time for data transmission and
backoff until the channel becomes free again. The RTS–
CTS mechanism is a technique for alleviating collisions
caused because of the hidden terminal problem.
Timing sequence: Figure 1 shows the timing and se-
quence of frames and delays used by the 802.11 proto-
col [11]. The delays that precede and follow the transmis-
sion of control frames (RTS, CTS or ACK) or data frames
are called Inter-Frame Spacings (IFS). Before the transmis-
sion of an RTS, stations are required to wait for a time
equal to the Distributed IFS (DIFS). On the other hand, a
destination station is required to send a CTS or an ACK
frame within a Single IFS (SIFS) amount of time after the
reception of RTS and DATA frames from the source, re-
spectively. Before transmitting an RTS frame, the sending
station waits until a BO interval timer expires. The BO in-

BO RTS SIFS CTS SIFS SIFS ACK

BO SIFS ACK

CSMA/CA

time
BODIFSDIFS

DIFS BODIFS

DATA

DATA
time

Repeated cycle of CSMA/CA

Repeated cycle of RTS/CTS

RTS/CTS

Figure 1: Frame and delay sequence diagram for
CSMA/CA and RTS–CTS.

terval is chosen from a range of 0 to MaxBO . MaxBO

increases exponentially from 31 to 255 slot times; each slot
time is equal to 10 microseconds. If the channel is sensed
busy, the sending station freezes the timer and resumes the
timer when the channel is idle again. When the timer ex-
pires, the station transmits the frame if the channel is idle.
If the channel is busy, the BO interval is exponentially in-
creased.
Multirate adaptation: To increase the probability of
successful delivery of frames, wireless card vendors typi-
cally utilize a multirate adaptation algorithm that dynami-
cally adapts the rates at which frames are transmitted. The
rationale is that, at low rates, frames are more resilient to
bit errors and hence are likely to be successfully received.
The disadvantage, however, is that low data rates result
in poor throughput performance. The IEEE 802.11 stan-
dards do not specify a rate adaptation scheme. As a re-
sult, 802.11 chipset manufacturers can implement any suit-
able rate adaptation scheme. A popular technique is based
on the auto rate feedback (ARF) scheme [12]. A generic
ARF implementation reduces the transmission rate when-
ever packet drops occur and increases the rate upon suc-
cessful delivery of a train of packets.

4 Data Collection Methodology

This section describes the IETF wireless network architec-
ture, our monitoring framework, and a set of monitoring
challenges for heavily utilized wireless networks.

4.1 The IETF Wireless Network
The IETF wireless network was comprised of 38 Aires-
pace2 1250 Access Points (APs) distributed on three adja-
cent floors. Each AP supported both the IEEE 802.11a and
IEEE 802.11b protocol standards; however, in our experi-
ment we analyze only the operation of the IEEE 802.11b-
based wireless network. Each physical AP supported four
virtual or logical APs. Thus, a total of 152 virtual APs
(38 physical APs×4 per physical AP) were available at the
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conference location. In this paper we use the term AP for
a virtual AP. Figures 2 and 3 show the placement of APs
in the rooms where we conducted our measurement and
collection activities during the day and late evening ses-
sions, respectively. There were 23 physical APs placed on
one floor of the conference venue. The other 15 physical
APs were located on the two adjacent floors. For the late
evening sessions, the temporary walls between ballrooms
E, F, G, and D were removed to form a single large ball-
room.
In order to optimize network performance, the Aires-
pace APs are designed to support dynamic channel assign-
ment, client load balancing, and transmission power con-
trol. Dynamic channel assignment refers to the technique
that switches the AP’s operating channel, depending on pa-
rameters such as traffic load and the number of users asso-
ciated with the AP. Client load balancing refers to the tech-
nique that controls per-AP user associations. The trans-
mission power control regulates the power at which an AP
transmits a frame. Unfortunately, technical details about
these three optimizations are proprietary. Nevertheless, we
observed that wireless network traffic was fairly well dis-
tributed between the three orthogonal channels 1, 6, and
11. Also, the access points were observed to switch chan-
nels dynamically to balance the number of users and traffic
volume on the three channels.

4.2 The Data Collection Framework
The method we used to collect data from the MAC layer
is called vicinity sniffing [10]. Our vicinity sniffing frame-
work consisted of three sniffers, IBM R32 Think Pad lap-
tops. Each sniffer was equipped with a Netgate 2511 PCM-
CIA 802.11b radio. The radios were configured to cap-
ture packets in a special operating mode called the RF-
Mon mode. The RFMon mode enables the capture of reg-
ular data frames as well as IEEE management frames. In
addition, the RFMon mode records information for each
captured packet. This information includes the send rate,
the channel used for packet transmission, and the signal-
to-noise ratio (SNR) of the received packet. Because the
Airespace access points were expected to switch between
the 802.11b channels 1, 6, and 11, each sniffer was con-
figured to sniff on one of the three different channels for
the duration of each session. The packets were captured
using the sniffer utility tethereal. The snap-length of the
captured packets was set to 250 bytes in order to capture
only the RFMon, MAC, IP and TCP/UDP headers.
The data capturing process was conducted using two dif-
ferent placement configurations, one during the day and the
second during the late evening sessions. The late evening
sessions are called plenary sessions.
Day sessions: The day sessions were held between
09:00 hrs and 17:30 hrs on March 6–11, 2005. The day
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Figure 3: Sniffer locations during the late evening session.

sessions were split into 6 to 8 parallel tracks and each track
was held in one of the several meeting rooms shown in Fig-
ure 2. The parallel session tracks were held at three inter-
vals during the day: 09:00 hrs to 11:30 hrs, 13:00 hrs to
15:00 hrs, and 15:30 hrs to 17:30 hrs. We chose to place
the three sniffers in one of the busiest and largest meeting
rooms. The placement of the three sniffers is shown in Fig-
ure 2. Data was collected during the day sessions held on
March 9, 2005.

Plenary sessions: Plenary sessions were held in a single
large meeting room where all the IETF members congre-
gate to discuss administrative issues. The plenary sessions
at the 62nd IETF were held between 19:30 hrs and 22:30
hrs on March 9 and 10, 2005. Data was collected during
the second plenary session held on March 10, 2005. Fig-
ure 3 shows the placement of the access points during the
plenary session and the single point at which the three snif-
fers were co-located.
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Figure 4: Data frames, control frames, and number of users statistics.

4.3 Data Sets

Wireless network data collected from the IETF network
was separated into two sets named the day session and the
plenary session. Table 1 shows the day, time, and channel
that each of the two sets represents. Our collection frame-
work recorded a total of 28.6 million data frames, 27.05
million acknowledgment frames, 40,000 RTS frames, and
17,490 CTS frames during the day and the plenary sessions
cumulatively. The use of the RTS–CTS mechanism is gen-
erally turned off by default on wireless devices and its use
is optional. The data indicates that the use of the RTS–CTS
mechanism for channel access by conference participants
was minimal.
Per-AP traffic: Figure 4(a) shows the number of data
and control frames sent and received by the 15 most active
APs out of 152 APs for the day and plenary sessions in
decreasing order. We observe that the 15 most active APs
during the day session sent and received 90.33% of the total
40.81 million frames, and the 15 most active APs during the
plenary session sent and received 95.37% of the total 16.81
million frames.
Number of users: Figure 4(b) shows the instantaneous
number of users associated with these access points for the
two data sets. For visual clarity, each point on the graph
represents the mean number of users in a 30-second inter-
val. We observe that at 15:48 hrs during the day session, a

Data set Day Ch Time

Day
March 9 2005 1 11:53–17:30 hrs
March 9 2005 6 11:54–17:30 hrs
March 9 2005 11 11:56–17:30 hrs

Plenary
March 10 2005 1 19:30–22:30 hrs
March 10 2005 6 19:31–22:30 hrs
March 10 2005 11 19:32–22:30 hrs

Table 1: The two sets of IETF wireless network data.

maximum of 523 users were associated with the network,
while at 20:45 hrs during the plenary session, a maximum
of 325 users were associated with the network. This graph
shows that the network was used by a large number of users
for almost all of the collection period. In comparison with
previous wireless network performance studies, we believe
that the number of user associations and the number of
frames sent and received by the APs during the day and
plenary sessions confirms that the network is large, heav-
ily utilized, and unique in its scale and usage. These traits
make the evaluation of the information collected from the
network critical and necessary for a clear understanding of
heavily utilized and congested networks.

4.4 Vicinity Sniffing Challenges
Vicinity sniffing is a technique used to capture control,
management, and data frames transmitted by user devices
and APs on the wireless portion of the network. In our ex-
periment, we conducted vicinity sniffing using two differ-
ent sets of sniffer locations for the day and plenary sessions.
Vicinity sniffing is the best currently available method to
collect link layer information from an operational wireless
network. However, the utility of vicinity sniffing is limited
by the following factors:
Choice of sniffer locations: The location of one or more
sniffers affects the quantity and quality of frames that can
be captured from the network. With a priori information
about the AP topology and the expected number of frames
transmitted to and from the APs, sniffers can be strategi-
cally and conveniently placed in the vicinity of those APs.
At the IETF, this information was obtained by studying
meeting schedules, gathering attendee statistics from meet-
ing organizers, and conducting preliminary activity tests on
March 8, 2005. The tests involved the placement of sniffers
in different meeting rooms for a short period of time to cap-
ture a snapshot of the activity of the APs in the room. These
tests allowed us to estimate the behavior of network traffic,
number of users, per-AP traffic, and per-channel traffic.
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With the information obtained from the preliminary tests
and the assumption that users of the wireless network were
spread out in different conference rooms, we decided to
place three sniffers in three different locations of a single
room for the day sessions (shown in Figure 2). This place-
ment allowed us to capture critical data sets from APs and
user devices in and around the room. Due to logistical lim-
itations, we co-located the sniffers at a single point during
the plenary session, such that a majority of the traffic trans-
mitted by the users and APs in the room could be captured.
Since most attendees congregated in the same large room,
we assumed that the placement of sniffers at a location in
the room would enable us to capture a large portion of the
relevant network traffic. The placement of the sniffers dur-
ing the plenary session is shown in Figure 3.
Unrecorded frames: One of the critical challenges of
vicinity sniffing is that the sniffers cannot record all frames
that are transmitted over the communication channel. An
unrecorded frame belongs to one of three different cate-
gories: (1) frames dropped due to bit errors in received
frames, (2) hardware limitations that cause dropping of
frames during high load conditions [22], and (3) frames
that could not be recorded because of the hidden terminal
problem.
If the number of unrecorded frames is large, the conclu-
sions drawn from the data set could be inaccurate. There-
fore, in this section we discuss the techniques we use to
estimate the number of unrecorded control and data frames
and the impact of not capturing these frames. The number
of unrecorded DATA, RTS, and CTS frames can be esti-
mated using the following techniques.
Data frames: To estimate the number of data frames that
were unrecorded by the sniffers, we leverage the DATA–
ACK frame arrival atomicity of the IEEE 802.11b DCF
standard. The atomicity policy states that if a DATA frame
is successfully received by a device in a network, the re-
ceiving device should send an ACK after a SIFS delay. No
other device in the reception range is allowed to transmit
frames during this interval. In other words, when an ACK
frame occurs in our traffic logs, we expect a DATA frame
to precede it. The source of the DATA frame must be the
receiver of the ACK. If this DATA frame is missing, we can
assume that our sniffers were unable to capture it.
RTS frames: The use of the RTS–CTS exchange of mes-
sages between a source and a destination is optional. How-
ever, in our data sets, we detected a limited use of RTS
and CTS frames. Consequently, we were able to leverage
the RTS–CTS frame arrival atomicity of the IEEE 802.11b
DCF standard. It states that if an RTS is successfully re-
ceived, the receiver may send a CTS after an SIFS delay.
No other device in the reception range of the sending de-
vice is allowed to transmit frames during this interval. In
other words, if a CTS frame is encountered in our data set,
we expect an RTS frame to precede it and the receiver of

the RTS must be the source of the CTS. If this RTS frame is
missing from the data set but the CTS frame was recorded,
we can determine that the sniffers were unable to record the
RTS.
CTS frames: The number of uncaptured CTS frames can
be derived by utilizing the RTS–CTS–DATA frame arrival
atomicity of the IEEE 802.11b DCF standard. It states that
if RTS and DATA frames are recorded, the receiver of the
RTS must have sent a CTS frame following the RTS frame
by an SIFS delay. The standard states that the station that
sends the RTS will send the following DATA frame only
when it receives a CTS from the destination station.
Unfortunately, a drawback of these techniques is that, if
both the DATA and ACK frames are missing, or both the
RTS and CTS frames are missing, or all three RTS, CTS,
and DATA frames are missing, the techniques will fail to
determine the DATA, RTS, and CTS frames, respectively,
as unrecorded. However, the techniques do provide a close
enough estimate of the number of unrecorded frames.
The unrecorded percentage is defined as the percent-
age of the total frames (control and data frames) that were
detected as unrecorded over the sum of the total frames
recorded and unrecorded in our data set. We compute the
unrecorded percentage using Equation 1 as follows:

Unrecorded % =
unrec frames

unrec frames + captured frames
(1)

The unrecorded percentage for each of the 15 most ac-
tive APs during the day and the plenary sessions is shown
in Figure 4(c). The list of APs are ranked in decreasing or-
der of the number of frames sent and received by the APs as
shown in Figure 4(a). The figure shows that the unrecorded
percentage for the first 15 APs varies between 3% to 15%
during the day session, and between 5% to 20% during the
plenary session. Based on these values, we assume that
the results obtained from the data sets would not be sig-
nificantly altered even if the occurrence of these frames
could be accurately determined. However, to improve the
accuracy of the results, we believe that future experiments
should use a greater number of sniffers and better hardware
to reduce the number of unrecorded frames caused by hid-
den terminals and hardware limitations.

5 Defining Congestion

On the Internet, a network link is said to be congested when
the offered load on the link reaches a value close to the ca-
pacity of the link. In other words, we can define congestion
as the state in which a network link is close to being com-
pletely utilized by the transmission of bytes. In a similar
manner, wireless network congestion can be defined as the
state in which the transmission channel is close to being
completely utilized. The extent of utilization can be mea-
sured using a channel busy-timemetric given as the fraction
of a set period of time that a channel is busy.
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In this section, we show how channel utilization is used
in conjunction with the computed throughput and goodput
of the channel to estimate a set of utilization thresholds to
identify levels of congestion in the network. We also show
that the effects of congestion on link layer behavior can be
better explained by defining levels of congestion as com-
pared to exact values of utilization.

5.1 Channel Utilization

Channel utilization for a set period of time is computed on a
percentage scale. In our study, we choose to use one second
as the period. We find that this interval is an appropriate
granularity in our analysis.
The utilization of a network channel per second is com-
puted by adding (1) the time utilized by the transmission
of all data, management, and control frames in the net-
work, and (2) the total number of delay components such
as the Distributed Inter-frame Spacing (DIFS) and Short
Inter-frame Spacing (SIFS) during the same second. These
delays form a part of the channel utilization computation
because, during this period, the medium remains unshared
between the stations in the network. The communication
channel is unsharedwhen no other station in the vicinity of
the station that holds the channel can transmit frames for
the specified delay time. In this paper we use delay compo-
nent values suggested by Jun et al. [11]. Table 2 shows the
delay in microseconds for delay components of the IEEE
802.11b protocol.
As previously described, Figure 1 shows the timing dia-
gram for the CSMA/CA and (RTS/CTS) mechanisms. The
diagram suggests a specific ordering of delay components.
For instance, a DATA packet is preceded by SIFS delays,
an RTS packet is preceded by a DIFS delay, and an ACK
packet is preceded by an SIFS delay. In the heavily utilized
IETF network where hundreds of users are associated with
the network simultaneously, at any given instant, a mini-
mum of a single user is ready to send a packet. In other
words, we assume that at least one station has a BO timer
equal to zero, at any instant. Therefore, the average time
spent in the Back-off (BO) state will be equal to zero, i.e.,
DBO = 0.
The delay components specified in Table 2 suggest that,
first, the channel utilization increases for larger data frames
since a larger number of bytes take greater time to transmit.
Second, channel utilization increases with a decrease in the
rate at which data frames are transmitted. And third, the
data frame Physical Layer Convergence Protocol (PLCP)
header is always transmitted with a fixed delay equal to
DPLCP .
To accurately compute the channel utilization for a
packet encountered in our data set, we use the timing di-
agram shown in Figure 1 and the delay component values
in Table 2. Depending on the type of control frame and the

Delay Component Delay (µsec.)
DDIF S 50
DSIF S 10
DRTS 352
DCTS 304
DACK 304
DBEACON 304
DBO 0
DPLCP 192
DDATA(size)(rate) DPLCP + 8 × ( 34+size

rate
)

Table 2: Delay components specified in microseconds.

rate and size of a data frame, the channel busy-time for the
frame is computed as follows:
Data frames: A DIFS interval occurs before each data
frame, either immediately before the data frame, in the case
when the RTS–CTS mechanism is not utilized, or before
the RTS frame, in the case when RTS–CTS is used. The
DIFS delay interval is used for the busy-time computation
of a data frame. The channel busy-time (CBT) for a data
frame of size, S bytes, sent at a rate R, is computed using
Equation 2.

CBTDATA = DDIF S + DDATA(S)(R) (2)

RTS frames: In the case when RTS frames are encoun-
tered in our data set, the CBT for the frames is computed
using Equation 3.

CBTRTS = DRTS (3)

CTS frames: When a CTS frame is encountered in our
data set, Figure 1 suggests that the CTS frame is transmit-
ted following an SIFS delay after the RTS frame was re-
ceived. Hence, the CBT for CTS frames is computed using
Equation 4.

CBTRTS = DSIF S + DCTS (4)

ACK frames: When an ACK frame is encountered in
our data set, Figure 1 suggests that the ACK frame is trans-
mitted following an SIFS delay after the preceding data
frame was received. Hence, the CBT for ACK frames is
computed using Equation 5.

CBTACK = DSIF S + DACK (5)

Beacon frames: A beacon frame is typically sent by
each AP in the network at 100 millisecond intervals. The
beacon frames are preceded by a DIFS delay interval.
Hence, when a beacon frame is encountered in the data set,
the CBT is computed using Equation 6.

CBTBEACON = DDIF S + DBEACON (6)

The CBT of the channel for a one second interval, t, is
the total delay computed for all data and control frames
that are transmitted within a second. Therefore, if r(t) RTS
frames, c(t) CTS frames, a(t) ACK frames, b(t) beacon
frames, and d(t) data frames are encountered during the
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Figure 5: Utilization percentage and frequency distribution.

same one second interval, the total CBT for the interval
is calculated using Equation 7.

CBTTOTAL(t)

= (r(t) × CBTRTS) + (c(t) × CBTCTS)

+ (a(t) × CBTACK) + (b(t) × CBTBEACON)

+ (

d(t)
X

i=0

CBTDATA(Si)(Ri)) (7)

The percentage channel utilization over the one second
interval, U(t), is computed using Equation 8 as follows:

U(t) =
CBTTOTAL(t)

106
× 100 (8)

Equation 8 is used to compute the percentage utilization
of the channel per second during the day and the plenary
sessions.
Utilization frequency: The utilization computations are
graphed on a time-series plot in Figure 5(a) for the day ses-
sion and Figure 5(b) for the plenary session. Figure 5(c) is
a histogram that shows the frequency of percentage utiliza-
tion for the day and plenary sessions; for instance, the chan-
nel was 53% utilized for 1823 seconds during the day ses-
sion. The histograms indicate that during the day the chan-
nel most often experienced about 55% utilization, while
during the plenary, the channel was most often utilized at
about 86%. During the day session, users were distributed
across all the meeting rooms, and hence, fewer data and
control frame transmissions were collected by the sniffers.
On the other hand, users congregated closer to the sniffers
during the plenary session, and hence, a larger number of
transmissions can be collected by the sniffers. The proxim-
ity of users to the sniffers thus results in a higher channel
utilization levels.
Figure 5(c) shows that there is not a significant period
of time when the network was 0–30% or 99–100% utilized
and so it is difficult to use our data set to characterize the
behavior of the network. Thus, the evaluation of link-layer
behavior in this paper focuses on the periods when the net-
work was utilized between 30–99%.
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Figure 6: Channel throughput and goodput per second
calculated at the corresponding channel utilization.

5.2 Throughput and Goodput

The throughput of the channel for a one second interval
is the sum of the total number of bits of all frames trans-
mitted over the wireless channel and the unshared delays
during a one second interval. The goodput of the channel
is the total number of bits of all the control and success-
fully acknowledged data frames transmitted over the wire-
less channel during a one second interval.
Figure 6 shows the throughput and goodput of the chan-
nel versus channel utilization. Each point value y in the fig-
ure represents the average throughput or goodput x over all
one second intervals during the day and plenary sessions
that are y% utilized. The number of one second intervals
is equal to the frequency of percentage utilization of the
channel shown in Figure 5(c). Figure 6 indicates that as the
channel utilization increases from 30% to 84%, the average
throughput of the channel increases to 4.9Mbps and the av-
erage goodput increases to 4.4 Mbps. The average through-
put at 84% channel utilization is closest to the achievable
theoretical maximum throughput [11]. Since the computa-
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tion of throughput includes all the transmitted frames, the
calculated throughput value for each utilization percentage
is higher than the corresponding value of goodput.
For channel utilization between 84% and 98%, we ob-
serve a significant decrease in throughput, from 4.9 Mbps
to 2.8 Mbps, and a decrease in goodput, from 4.4 Mbps
to 2.6 Mbps. This decrease in the throughput and goodput
with a concomitant increase in channel utilization of the
wireless network is due to the multirate adaptation algo-
rithms. As channel utilization increases, a large number of
frame errors and retransmissions occur. As retransmissions
increase, most network cards decrease the rate at which
each data packet is transmitted. At lower data rates (i.e.,
1 Mbps), frames occupy the channel for a longer period
of time, and hence, a fewer number of bytes are transmit-
ted over the channel. Heusse et al. state that the use of
lower data rates for data frames penalizes the delivery of
data frames transmitted at higher rates and is an anomaly
of the IEEE 802.11 DCF protocol [8]. Therefore, we be-
lieve that at channel utilization levels greater than 84%, the
transmission of data frames at the lower data rates of 1 or 2
Mbps significantly reduces the throughput of the network.
Section 6 presents results that confirm this hypothesis.
From our observations, we believe that the wireless com-
munication channel is highly congested when the through-
put and goodput of the wireless channel decreases after
reaching their respective maximums. For the wireless net-
work at the IETF, we define the network to be highly con-
gested when the channel utilization level is greater than
84%. In this paper we also use the saturation through-
put and goodput observations to classify congestion in the
communication channel. The variations in link layer be-
havior, such as the effectiveness of the RTS–CTS mech-
anism, the number of successfully acknowledged data
frames, retransmissions, and the acceptance delay of data
frames can be better explained by using congestion classes,
as described in the next section.

5.3 Classifying Congestion

In this paper, we suggest that congestion in an IEEE
802.11b wireless network can be classified by using the ob-
served trends in throughput and goodput with respect to in-
creasing channel utilization levels. We classify congestion
into three classes: uncongested, moderately congested, and
highly congested. In the case of the IETF wireless network,
an uncongested channel is a channel that experiences less
than 30% utilization. Since the throughput and goodput of
the channel shows a gradual increase from 30% utilization
to 84%, the channel is moderately congested for utilization
values in the range of the 30%–84%. A channel is stated to
be highly congested when the channel utilization is greater
than the 84% threshold.

6 Effects of Congestion

This section discusses the effect of the different conges-
tion levels on network characteristics, behavior of the RTS–
CTSmechanism, channel busy-time, reception of frames of
different sizes transmitted at different rates, and acceptance
delays for data packets. These characteristics offer a basis
for understanding the operation of the IEEE 802.11b MAC
protocol in heavily congested networks.
To better understand the effects of congestion, we
categorize a frame into one of 16 different categories. The
categories are defined as a combination of (1) the four
possible data rates: 1, 2, 5.5, and 11 Mbps, and (2) the
four different frame size classes: small, medium, large and
extra-large. The frames are split into the four size classes
so that the effect of congestion on different sized frames
can be derived separately. The four size classes are defined
as follows:

Small (S): frame sizes between 0–400 bytes
Medium (M): frame sizes between 401–800 bytes
Large (L): frame sizes between 801–1200 bytes
Extra-large (XL): frame sizes greater than 1200 bytes

The behavior of the small size class is representative of
short control frames and data frames generated by voice
and audio applications. The medium, large, and extra-large
size class represents the frames generated by file transfer
applications, SSH, HTTP, and multimedia video applica-
tions.

6.1 RTS–CTS Mechanism
The RTS–CTS mechanism helps reduce frame collisions
due to hidden terminals. However, the use of the mecha-
nism is optional. In our data sets we observe that only a
small fraction of data frames utilized the RTS–CTS frames
to access the channel for transmission. Figure 7 shows that
as channel utilization increased, the number of RTS frames
increased. Specifically, in the moderate congestion range
between 80% and 84% utilization, the average number of
RTS frames transmitted per second shows an increase from
5 to 8. This is because, as utilization increases, a greater
number of collisions results in a greater number of RTS
frames required to access the medium. At the same time,
the number of CTS frames does not increase at the same
rate because of the failure to receive the RTS frames.
At high congestion levels, the number of RTS frames
decreases rapidly because congestion in the medium limits
channel access opportunities for their transmission. The
number of CTS frames also decreases at high congestion
levels because receivers experience a similar limitation for
channel access.
When a limited number of devices use the RTS–CTS
mechanism, fair channel access for the devices that use the
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Figure 7: Average number of RTS and CTS frames
transmitted per second on the wireless channel versus the
channel utilization.

mechanism is also limited. That is because, the devices that
utilize the mechanism to transmit DATA frames rely on the
successful delivery of the RTS and CTS frames preceding
the DATA frame. On the other hand, devices that do not
utilize the mechanism solely rely on the successful deliv-
ery of the DATA frame. During congestion, this problem is
more pronounced because the probability of the delivery of
frames decreases due to collisions. Thus, our observations
suggest that the use of the RTS–CTS mechanism is deemed
to be unfair in congested networks in which only a small set
of users depend on the mechanism.

6.2 Channel Busy-Time

Channel busy-time is defined as the fraction of the one
second interval during which the channel is either occu-
pied by the transmission of frame bytes or IEEE 802.11b
standard specified delays between frame transmissions. In
this section, we evaluate the effect of different levels of
congestion on the channel busy-time measure for the four
different data rates. In Section 5 we observed that, during
high congestion, the network throughput and goodput
decrease as channel utilization increases. The drop in
throughput and goodput can be attributed to the large
number of low data rate frames transmitted on the channel.
This observation can be better understood by using the
trends illustrated in Figure 8.

Figure 8 shows the fraction of a one second interval oc-
cupied by 1, 2, 5.5, and 11 Mbps frames at each channel
utilization level. Figure 9 shows the total number of bytes
transmitted on the channel per second at each channel uti-
lization level. The figures suggests that the average fraction

30 40 50 60 70 80 90 100
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Utilization

C
ha

nn
el

 b
us

y 
tim

e 
(s

ec
on

ds
)

1 Mbps
2 Mbps
5.5 Mbps
11 Mbps

Figure 8: Channel busy-time share of each of the four data
rates versus the channel utilization.
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Figure 9: Average number of bytes transmitted per second
at each of the four data rates versus the channel utilization.

of a one second period occupied by the 1 Mbps frames is
much greater than the time occupied by the frames trans-
mitted at 11 Mbps, even though the number of bytes trans-
mitted at 11 Mbps is significantly greater than the number
of bytes transmitted at 1 Mbps at almost all levels of chan-
nel utilization. Moreover, during high congestion, the aver-
age fraction of one second occupied by 1 Mbps frames in-
creases from 0.43 seconds to 0.54 seconds. As the fraction
occupied by the transmission of 1 Mbps frames increases,
the throughput and goodput of the network decrease. This
confirms our hypothesis that the drop in the throughput and
goodput during high congestion is because of the larger
fraction of time occupied by slower 1 Mbps frames in the
network.
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Figure 10: Average number of small data frames
transmitted per second on the wireless channel versus the
channel utilization.

6.3 Frame Transmissions
In this section we provide statistics on the number of data
frames transmitted on the channel at the four data rates (1,
2, 5.5, and 11Mbps) and for each frame size class (S, M, L,
and XL). The naming convention for the type of frames fol-
lows a size-rate format. For instance, an S frame transmit-
ted at 11 Mbps is named S-11 and an XL frame transmitted
at 1 Mbps is named XL-1.
Figure 10 shows the average number of frames of size
S transmitted per second on the channel at each channel
utilization. Each point on the graph is an average over
our entire data set, including both the day and the plenary
session. The number of frames transmitted per second in-
cludes both the frames sent at the first attempt and retrans-
mitted frames. We observe that as utilization increases, the
number of transmitted S-1, S-2, S-5.5, and S-11 frames in-
creases. However, the number of S-11 frames is signifi-
cantly larger than the number of frames sent at the other
data rates. Cantieni et al. present analytical results that
suggest that when an IEEE 802.11b wireless network expe-
riences a state of congestion or throughput saturation, the
smaller sized frames sent at the highest rate of 11 Mbps
have a higher probability of successful transmission [4]. In
line with these results, we observe a rise in the number of
S-11 frames transmitted during high congestion.
Figure 11 shows the average number of XL frames
transmitted per second on the channel at each utilization
level. We observe that the number of XL-11 frames is
greater than the number of frames sent at lower rates. Dur-
ing congestion, the number of XL-11 frames transmitted
per second also increases. This increase can be attributed
to the increase in the channel access capability of 11 Mbps
frames.
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Figure 11: Average number of extra-large data frames
transmitted per second on the wireless channel versus the
channel utilization.
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Figure 12: Average number of data frames transmitted per
second at 1 Mbps data rate on the wireless channel versus
the channel utilization.

Figure 12 shows the average number of frames transmit-
ted at 1 Mbps per second at each channel utilization level.
The figure shows that there were a greater number of S-
1 frames in the data set compared to the number of XL-1
frames transmitted per second. During high congestion we
observe that the number of S-1 and XL-1 frames showed
an increase. The increase can be attributed to the multi-
rate adaptation algorithms that decrease the sending rate
for frame retransmissions.
Figure 13 shows the average number of frames transmit-
ted at 11 Mbps per second at each channel utilization level.
The figure indicates that a large number of data frames are
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Figure 13: Average number of data frames transmitted per
second at 11 Mbps data rate on the wireless channel versus
the channel utilization.

transmitted at the highest data rate. However, during high
congestion the number of S-11 and XL-11 frames transmit-
ted per second increases as channel utilization increases.
This increase can be attributed to the increase in the num-
ber of retransmissions during high congestion.

6.4 Frame Reception

In this section we evaluate the number of successfully ac-
knowledged data frames that were acknowledged at their
first attempt of transmission. The evaluation of frame re-
ception includes statistics for S-1, XL-1, S-11 and XL-11
frames. We believe that the evaluation of the behavior of
this set of frames is representative of the whole set of re-
sults.
A successfully acknowledged data frame is defined as a
data frame for which the source receives an acknowledg-
ment frame from the receiving station within an SIFS time
delay. In our data set, we identify acknowledged frames as
data frames that are immediately followed by an acknowl-
edgment from the receiving station. Other cases include:
(1) when the receiving station does not send an acknowl-
edgment because it failed to receive the data frame suc-
cessfully, (2) the receiving station sends an acknowledg-
ment but the sniffer failed to capture the frame due to ei-
ther bit errors or the hidden terminal problem, or (3) when
the acknowledgment frame from the receiving station was
not encountered immediately following the data frame sent
by the sending station; the frame is considered to be not
acknowledged or dropped.
Figure 14 shows the average number of data frames per
second that were acknowledged at their first attempt at
transmission for different channel utilization levels. The
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Figure 14: Average number of data frames successfully
acknowledged per second at their first attempt of
transmission versus the channel utilization.

figure shows that during moderate congestion, there is an
increase in the number of 11 Mbps frames acknowledged
per second. But, at utilization levels specifically between
80% and 84%, the number of 11 Mbps frames acknowl-
edged per second decreases due to contention in the net-
work. However, during high congestion, the number of 11
Mbps frames that are successfully acknowledged increases.
The increase can be attributed to the higher probability of
the faster 11 Mbps frames being received as the number of
slow 1 Mbps frames transmitted in the network increases.
Thus, our conclusion from this observation is that the
reduced sending rate causes a decrease in the throughput
achieved during congestion due to larger CBTs of 1 Mbps
frames. Also, 11 Mbps frames have a higher probability of
reception during high congestion.

6.5 Acceptance Delay

The Acceptance Delay for a data frame is the time taken for
a data frame to be acknowledged, independent of the num-
ber of attempts to transmit. In other words, it is the time
computed between the transmission of a data frame and
the time when the acknowledgment was recorded. Evalua-
tion of the acceptance delay is significant because it gives
us an opportunity to observe the average time taken for a
data frame to be delivered and acknowledged at increasing
channel utilization levels. Our hypothesis is that the ac-
ceptance delay information at different channel utilization
levels can be used to determine the end-to-end delay expe-
rienced by the higher layers in the protocol stack.
Figure 15 shows the acceptance delays computed for S-
1, S-11, XL-1, and XL-11 frames that were successfully
acknowledged during the day and the plenary sessions. We
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Figure 15: Acceptance delay (in seconds) for data frames
successfully acknowledged per second versus the channel
utilization.

observe a noticeable rise in the acceptance delays as utiliza-
tion levels increase. However, the acceptance delay values
for S-1 and XL-1 frames are significantly greater than the
acceptance delays for S-11 and XL-11 frames. The figure
also shows that the acceptance delays for S-1 frames are
greater than the acceptance delays for XL-11 frames. This
observation indicates that the performance of frames that
are transmitted at 11 Mbps is better than the performance
of frames sent at 1 Mbps, independent of the size of the
frame.
In summary, we hypothesize that for better upper layer
protocol performance and to maintain overall network
throughput, transmitting data frames at higher rates is bet-
ter than transmitting frames at lower rates.

7 Conclusions

The analysis of heavily congested wireless networks is cru-
cial for the robust operation of such networks. To this end,
this paper has presented an analysis of a large-scale IEEE
802.11b wireless network deployed at the Internet Engi-
neering Task Force meeting in Minneapolis, Minnesota.
Specifically, we have investigated the effect of congestion
on network throughput and goodput, channel busy-time,
the RTS–CTS mechanism, frame transmission and recep-
tion, and acceptance delay. However, we believe that the
data sets that we collected through vicinity sniffing tech-
niques can be further analyzed to further broaden our scope
of understanding.
Observations made in this paper suggest that the use
of lower data rates to transmit frames in the network sig-
nificantly decreases the network throughput and goodput.
Therefore, the use of low data rates between two nodes
should only be used to alleviate frame losses occurring due

to bit errors, low signal-to-noise (SNR) ratio of received
frames, or the transmission of frames to greater distances.
During congestion, higher data rates should be used. How-
ever, the multirate adaptation scheme implemented in com-
modity radios does not distinguish between frame losses
that occur due to any of these causes. Consequently, the
response of multirate adaptation schemes to frames losses
often results in the poor choice of transmission rates in
heavily congested environments. As a result, overall net-
work performance is adversely impacted. Alternate multi-
rate adaptation schemes [9, 17] that determine an optimal
packet transmission rate based on SNR may offer some re-
lief. As another strategy to utilize high data rates, clients
may choose to dynamically change the transmit power such
that data frames are consistently transmitted at high data
rates.
Another observation made in the paper is the failure of
the RTS–CTS mechanism to provide fair channel access to
the few nodes using the mechanism. Therefore, during high
congestion, the use of the mechanism should be avoided.
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