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Nesting of File Systems

» “Selected file systems are based on workloads”

> Only true in physical systems

 File systems for guest virtual machine

> Workloads
> Deployed file systems (at host level)

e Investigation needed!

Guest File Systems

Ext2, Ext3, Ext4, ReiserFS, XFS, and JFS

Ext2, Ext3, Ext4, ReiserFS, XFS, and JFS




Understand nesting of file systems

* For the best performance!

=» Best and worst Guest/Host File System

combinations!?

e Guest and Host File System Dependency
> Varied I/Os and interaction

> File disk images and physical disks
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Experimental Setup

Qemu 0.9.1;512MB RAM
9 x 106 blocks Linux 2.6.32

________________________________________________________________________________________________

v/ i |

{ Pentium D 3.4 GHz, 2GB Ram Raw partition as

60 x |06. blc?cks Linux 2.6.32 + Qemu-KVM 0.12.3 block device (BD)
Sparse disk image | TB, SATA 6Gb/s, 64MB Cache 60 x 106 blocks




Performance features

e Filebench

> File server, web server, database server, and mail
server.

e Throughput
* Latency

e |/O Performance

o Different abstraction consideration
Via block device (BD)
Via nested file systems

> Relative performance variation
BD as baseline
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Macro level observations

» Guest file system = Host file systems

> Varied performance
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Macro level observations

o)

» Host file system = Guest file systems
° Impacted differently
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Macro level observations

o)

* Right and wrong combinations

> Bidirectional dependency
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Macro level observations

o)

¢ |/Os behave differently
> WRITES are more critical than READS



Macro level observations

» Guest file system = Host file systems

> Varied performance

» Host file system = Guest file systems
° Impacted differently

* Right and wrong combinations

> Bidirectional dependency

¢ |/Os behave differently
o WRITES are more critical than READS

e Latency is sensitive to nested file systems
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Micro-level analysis

e Same testbed

e Primitive I/Os

o Reads or Writes
> Random or Sequential

e FIO benchmark

Total I/O size 5 GB

/O parallelism 255

Block size 8 KB

l/O pattern Random/Sequential

I/O mode Native async I/O



Read dominated workloads
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Observations

e Read dominated workloads

> Unaffected performance by nested file systems



Write dominated workloads
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Observations

o

e Write dominated workloads

> Heavily affected performance by nested file systems



Observations
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e Sequential Writes:
o Ext3/ReiserFS vs. JFS/ReiserFS (same host file systems)
o JFS/ReiserFS vs. JFS/XFS (same guest file systems)

e |/O analysis using blktrace




Sequential Read Workload
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e Findings:
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Sequential Write Workload

o Different guests (Ext3, JFS) same host (ReiserFS)

o |/O scheduler and Block allocation scheme



Ext3/ReiserFS vs. JFS/ReiserFS
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Sequential Write Workload

o Different guests (Ext3, JFS) same host (ReiserFS)

° 1/O scheduler and Block allocation scheme
° Findings
I/O schedulers are NOT effective for ALL nested file systems

I/O scheduler’s effectiveness on block allocation scheme



Sequential Write Workload

e Same guest (JFS) different hosts (ReiserFS, XFS)

° Block allocation schemes



~ JFS/ReiserFS vs. JFS/XFS
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Sequential Write Workload

e Same guest (JFS) different hosts (ReiserFS, XFS)

> Block allocation schemes
° Findings:

Effectiveness of guest file system’s block allocation is NOT
guaranteed

Journal logging on disk images lowers the performance
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Findings and Advice

e Advice | — Read-dominated workloads

> Minimum impact on |/O throughput

> Sequential reads: even improve the performance

e Advice 2 —Write-dominated workloads

> Nested file system should be avoided
One more pass-through layer

Extra metadata operations

° Journaling degrades performance



Findings and Advice

e Advice 3 — I/O sensitive workloads

° 1/O latency increased by 10-30%

e Advice 4 — Data allocation scheme

> Data and Metadata I/Os of nested file systems are not
differentiated at host

° Pass-through host file system is even better!
e Advice 5 —Tuning file system parameters

o “Non-smart’”’ disk

> Noatime and nodiratime






Physical disk partitions

Blocks (x10°) _| Speed (MB/s)
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