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What the heck does that mean?

S High-PerFormance computing often uses

specializecl hardware
 J SUPercomPuters
XS experiments with grap]ﬁics processors

* Genera|~PurPose computing cioesn’t

oPtimize for technical computing




With some Problcms...

Su :Jercomputers GCI’]CFZB!—-PUFPOSC

com uting
* Expensive 3

XS Amazing technologg

+* Not on the same
curve

technologg GHINVE

XS OPtimizecl for clesktop

« Different programmin ;
| P 8 2 ancl enterprlse

environment ot
applications




A Cha”cnge:
The Best of Both

* (Jse general—-l:)urpose hardware coml:)onents |
+ With a standard Programming environment

+ And SYSTEM DESIGN for technical
computing




The Roaclmap

+ Abitof l’:istory

+ A bit about high»-PeﬁCormance technical
coml:)uting (aka “HPTC?)

+ Linux clusters for HPTC
* Designing a new sgstem for HPTC
» What we are builcling




A Bit oF Hlstor9
The SUPERCOMPUTER




But all is not well in
suPercomPuter Iancl...

< You have to pay a lot for them

* You have write your Program cligerentlg

+ You have to find some high Priests to

ta|<e care oF tlﬁem

* Sul:)ercomputer companies clon’t ma|<e

moneg




.50 let’s use lots of little
computers

¥ 2GS are cheap
o Linuxis free

S Commoclitg interconnect (Ethernet) is

cheap
The (Beowulf) Clusteris born
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Some tgpical applications

« Climate and weather * Finite element anaigsis

models
* Fluid clgnamics

* Geophysics
) o Life sciences analgsis

2 J Complex financia and simulation

modelin
= 2 J Tol:)~secret stuff

* Mechanical clesign
* ...ancl many others




What are tlﬂeg like?

~ Canrun for weeks * Large data sets (input

d output)
« Consume all the cgcles % e

you can atHord * Mang are in Fortran!

+ Not very cache~1crieﬂd|g o _butalsoin € ek

Java, Perl, Pgthon, ekc:
» Parallelism often

clemancls gOOCl

communications




The Market for HPTC

o HPTC 1s now mainstream computing!

o Over $6 billion in Linux cluster hardware
sales in 2006

* Petascale computing is hot for research)
but there is a real market now for

teraﬂops







' So clusters are great, right? _

* Cheap, because theg » Interconnect (Ethernet)
use cheap PCs IS cheap
> Expanclable * E:merging de facto
standards

2 J Easg to get started

* | inux
) SOFtware is free

* Message Passing

2 Theg ride the clesktop/ Al t (MPD)

SEENVCIE tCCh nologg CE NG

* ¢ Fortrantele.
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...but not Pemcect

Computational ~ Interconnect is slow:

eFﬁciencg is often low

XXX microseconds for
MP] on Ethernet

Use lots of power

Generate lots of heat

A eSO exl:)ensive: using

Infiniband can increase

Man9 Parts ey the Price of a node 139

..with
design

50%

a clesktop MTBF




And software rules!

o Software investment is the signiﬁcant

cost

* Replace the clusterj but keel:) the
software

What if we reclesign the sgstem

with the same Programming interface?







A Design Cha”enge

« 1000 nodes in this box
o a4l running Linux

« Near-microsecond MPI

|a‘cencg

* Air-cooled




The logic of low power
* | ow power = less heat

o less heat = Parts closer together

+ Parts closer together = shorter wires =

easler high»-PemCormance interconnect

+ less heat = greater reliabilitg

+ Burnless power waiting for memory




The SC58%2

282 Gigaﬂops

7776 Gigabgtes ECC memory

972 6-core 64-bit nodes
2916 2 Gbgte/s fabric links

about 1 microsecond MPI

latencg
108 8-lane PCI~ExPress

18 KW

| Cabinet
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The SC648
* 648 Gigaﬂops
* 864 Gigabgtes ECC RAM
* 108 6-core 64-bit nodes
* 324 2 GB/s fabric links
* a.boutl microsecond MPI latencg
* 12 8-lane PCl~ExPress

* 2KW

» 1/2 standard 19” rack
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A Cluster Node Chi[:)
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Design for reliability

o | ower

* | ower

parts count

bower = less heat = |ess stress

+ All RAMs have ECC

XS Reclunclancg in interconnect




Parallel 1/O

° lntegratec | ustre cluster ﬁlesgstem

* Open source
» POSIX~comP|iant
* Multiple uses
* Direct-connect storage

* E’xtemal | ustre servers

o RAM-based fi lesgstem




What have we learned?

* Take genera computingtechniques

* ...with some mowleclge about the

applications
* Mix well

POWCFFU! ancl usable computing
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